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Abstract. This paper deals with an optical character recognition (OCR) system for hand-
written Gujarati numbers. One can find much work on Indian languages such as Hindi,
Kannada, Tamil, Bangala, Malayalam, Gurumukhi etc., but Gujarati is a language for
which hardly any work is traceable, especially for handwritten characters. In this paper
we propose a comparison of two methods of feature extraction based on the raw form
of the character and its skeleton and we show the advantage of using this method over
other approaches mentioned in the paper.

1. Introduction

Gujarati belongs to the Devnagari language family, which originated and flou-
rished in Gujarat, a western state of India, and is spoken by over 50 million people
of the state. Though it has inherited a rich culture and literature and is a widely
spoken language, hardly any significant work has been done for the identification
of Gujarati optical characters. The Gujarati script differs from those of many other
Indian languages in that it does not have any shirolekha (headlines). Gujarati nu-
merals do not carry shirolekha and it applies to almost all Indian languages. The
numerals in Indian languages are based on sharp curves and hardly any straight
lines are used. Figure 1.1 shows a set of Gujarati numerals.

As it is visible in Figure 1.1, Gujarati digits are very peculiar by nature. Only two
Gujarati digits one(1) and five(5) have a straight line, making Gujarati digit iden-
tification a little more difficult. Also, Gujarati digits often invite misclassification.
These confusing sets of digits areas are shown in Figure 1.2.

Compared to OCR for printed characters, very limited work can be traced for
handwritten character recognition for Indian languages. In 1980 Chinnuswami et
al. [1] presented their work on recognition of hand-printed Tamil characters. The
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authors used the structure of the Tamil characters. Using the curves and strokes of
the characters, the features were identified and a statistical approach was used for
the classification. Dutta et al.[2] recognized both printed and handwritten alpha-
numeric Bengali characters using curvature features in 1993. Here the features such
as curvature maxima, curvature minima, and inflexion points were considered. In
this work recognition was performed on isolated characters. Thinning and smoo-
thing were also performed prior to classification of characters. In 2007, Banashree et
al.[3] attempted an identification of hand written Hindi digits, using diffusion half
toning algorithm.16-segment display concept was used here for feature extraction.
They proposed a neural classifier for classification of isolated digits. The accuracy
level they achieved was up to 98%. In 2008, Rajashekararadhya [4] proposed an
offline handwritten OCR technique for four south Indian languages like Kannada,
Telugu, Tamil and Malayalam. In this work a feature extraction technique was sug-
gested, based on zone and image centroid. Two different classifiers in the nearest
neighborhood and back propagation neural network were used to achieve 99%
accuracy for Kannada and Telugu, 96% for Tamil and 95% for Malayalam. In 2009,
Shanthi et al. [5] used support vector machine (SVM) for hand written Tamil cha-
racters and image subdivision for feature extraction. The recorded accuracy was
82.04%.

The character recognition systems offer potential benefits by providing an inter-
face that facilitates interaction between man and machine. These systems are based
on algorithms and essentially consist of three main steps : preprocessing, feature
extraction, and classification. Skeletonization is considered an essential part of the
preprocessing but not necessary, most researchers have used skeletonization ([6],
[7], [8], [9]), while others have chosen to deal directly on the raw form ([10], [11],
[12], [13]). We present a method for Gujarati character recognition. The feature
extraction method used in this algorithm is applied to the raw form and on the
skeleton. The average of these two vectors is the one that is used later in the
classification step.

Fig. 1.1 – Gujarati digits

Fig. 1.2 – Confusing Gujarati digits
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2. Database

For handwritten English numerals, we have the CEDAR (Centre of Excellence
for Document Analysis and Recognition at the University of New York at Buffalo,
USA) numeral database. It contains approximately 5000 samples of numerals. The
samples were originally collected from US postal ZIP codes found on letters as
there is no standard database available at the moment for Gujarati.

For developing a system to identify Gujarati handwritten digits, we collected
numerals 0-9 written in Gujarati scripts by a large number of writers. These num-
bers were scanned in 300 dpi by a flatbed scanner. Initially, they are in separate
boxes of 50*30 pixels each. Since our problem is to identify handwritten digits, the
first thing required is to bring all the characters in a standard normal form. This is
needed because when a writer writes he may use different types of pens and paper,
and may even follow different styles of writing.

3. Binarization

Binarization is often the important first step in any process of character re-
cognition. A large number of binarization techniques have been proposed in the
literature [14], each being appropriate to a particular type of images. It has as a
goal to reduce the amount of information present in the image, and keep only the
relevant information.

According to several research papers [15, 16], the techniques of binarization of
grayscale images can be classified into two categories : overall threshold, where a
single threshold is used in the entire image to the devise in two classes (text and
background), and local threshold where the values of the thresholds are determined
locally, pixel-by-pixel or well region by region. In this document, we use the method
referred to in [17], which is used to calculate the threshold of each pixel locally by
following the formula :

T = (1 − k) ∗m + k ∗m + k ∗ σ/(R(m −M)).(3.1)

As k is set to 0.5 [10], the difference type and m the average of all the pixels in
the window, M is the minimum image grey level and R is the maximum deviation
of grayscale on all Windows.

4. Skeletonizatin

A fundamental problem in pattern recognition is a synthetic representation of
this. In many cases, to work on the raw form is laborious and unnecessary. In terms
of time and quality, it is much more advantageous to work with a refined shape. The
notion of skeleton was introduced for this effect. In the ongoing plan, the skeleton
of a shape is a set of lines passing through the middle. This is the concept of median
axis of a continuous form introduced by Blum [18].
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There is currently a wide variety of methods to construct skeletons from shapes,
among them the topological thinning which consists of removing the points of
the outline of the shape, while preserving its topological characteristics. In this
document, we chose to use the Guo Hall algorithm [19], which uses the parallel
approach of thinning and preserves the topology and geometry. It is cited in [7].

Fig. 4.1 – A point P and its neighborhoods

A point P (Figure 4.1) and its noted neighborhoods X1, X2, X3, X4, X5, X6, X7 and
X8, the GUO HALL algorithm is to remove parallel points of the object P checking
the following conditions :
P is 4-adjacent to the supplementary object

2 � N(P) � 3(4.1)

(x2 ∨ x3 ∨ x8) ∧ x1 = 0(4.2)

(x6 ∨ x7 ∨ x4) ∧ x5 = 0(4.3)

with :

N1(P) = (x1 ∨ x2) + (x3 ∨ x4) + (x5 ∨ x6) + (x7 ∨ x8)(4.4)

N2(P) = (x2 ∨ x3) + (x4 ∨ x5) + (x6 ∨ x7) + (x8 ∨ x1)(4.5)

N(P) =Min(N1(P),N2(P))(4.6)

5. Feature Extraction

Feature extraction is the crucial step in numeral identification as each numeral
is unique in its own way, thus distinguishing itself from other numerals. Hence, it
is very important to extract features in such a way that the recognition of different
numerals becomes easier on the basis of the individual features of each numeral. In
this paper, we propose two extraction methods, each of which is applied on the raw
form and the skeleton. The average of the two vectors is that which is subsequently
applied to the classification level.
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5.1. First method

In this first method, we use the Box-approach in Refs [6, 20, 21]. This approach
requires a special division of the character image. The major advantage of this
approach stems from its robustness to small variations, ease of implementation,
and relatively high recognition rate. The choice of the box size and the number
of boxes is discussed in Section 6. Each character image is divided into 24 boxes
so that the portions of a numeral will be in some of these boxes. There could be
boxes that are empty, as shown in Figure 5.1. The English numeral 3 is enclosed in
the 6*4 grid. However, all boxes are considered for analysis in a sequential order.
By considering the bottom left corner as the absolute origin (0,0), the coordinate
distance (vector distance) for the kth pixel in the bth box at location (i,j) is computed
as :

dkb = (i2 + j2)1/2(5.1)

By dividing the sum of distances of all black pixels present in a box with the
total number of pixels in that box, a normalized vector distance ( γb ) for each box
is obtained as :

γb = 1/nb

nb∑

i=1

dkb(5.2)

where nb is the total number of pixels in bth box. These vector distances consti-
tute a set of features based on distances. Therefore, 24 γb’s corresponding to 24
boxes will constitute a feature set. However, for empty boxes, the value will be
zero.

Fig. 5.1 – Portions of the numeral lie within some boxes while others are empty

5.2. Second method
In this part, we have chosen to use a method that is both simple and effective.

This method consists of doing the sum of the values of pixels at the following levels :
horizontal, vertical, and two diagonal. The cavities show the way to summon the
pixels to an image 3 x 3. For example, in considering the form of the Figure 5.3,
Table 5.1 shows vector extraction following Figure 5.2 patterns. This method is
quoted in [12].
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Table 5.1 – Extraction vectors

Figure 3 Extraction vector
A (2,1,2)
B (2,1,2)
C (1,0,3,2,1)
D (1,0,3,2,1)

Fig. 5.2 – Pattern profile of 3x3 pattern matrix

Fig. 5.3 – 3x3 Pattern

Throughout the paper, we will call the first method of extraction distance method
and the second sum method.

6. Neural Networks

As [22, 23] have used neural network for character classification, neural network
is suggested in this paper. A feed forward back propagation neural network is used
for Gujarati numeral classification. This proposed multi-layered neural network
consists of three layers with 50, 30, 10 for distance method and 118, 60 respectively,
and 10 neurons for sum method. The input layer is the layer which accepts the
profile vector which is of 1*50 and 1*118 in size. As this network is used for
classification of 10 digits, it has 10 neurons in the output layer, the function sigmoid
as function of activation at the step of the layer entry and hidden, with α � 0.1 ,

f (x) = 1/(1+ e−γx)(6.1)
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logsig at the step of the output layer and we fixed the constant learning to
γ � 0.1.

7. Training of Network

For this experiment, a total of 300 responses were taken into consideration. For
training, the features are abstracted first for all of these images of digits. A profile
vector for a digit five is shown here for the distance method :

[0 0 0.6672 0.7017 0 0 1.9429 2.8865 0 0 0.5770 2.0683 0 0 0 3.3593 0 0 1.1157 0
2.4256 1.8303 0 2.4254 3.5686 0 4.0410 6.6789 9.9418 0 0 0 0 7.1634 0 0 0 0 8.0269 0 0
9.6223 0 8.6789 0 0 0 10.4075 3.5689 0].

For the sum method :

[0 0 0 0 0 5 2 2 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 2 3 2 2 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 7 3 3 2 3 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 1 1 1 1 0 1 0 1 0
1 0 1 0 1 0 1 1 0 1 1 0 1 1 1 0 1 1 0 0 0 0].

To prevent overlearning, a set of validation characters is used. These characters
have to define the best values of synaptic weights on the algorithm. Data validations
are neutral in determination of the weight ; they serve only to stop the previous
iteration, before the start of overlearning. In our case, we used 100 characters of
validation. In Figure 7.1 the complete process of Gujarati numeral optical character
recognition is shown.

Fig. 7.1 – Recognition process
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8. Experimental Results

As mentioned above, this network was trained for a total of 30 sets of digits,
and was tested for 60 other new sets of digits. In total the network was trained by
300 digits and tested for 600 digits. Initially, we apply binarization on the character.
This operation aims to eliminate the various intensities of gray pixels of the image
to make binary. Figure 8.1 shows the result of the use of the Wolf algorithm [10].

Fig. 8.1 – binarization of a digit, a : before binarization, b : after binarization

After binarization, we begin the skeletonization step. This approach is designed
to present the form with a minimum of information ; Figure 8.2 shows the result of
the Guo Hall [12] algorithm that is used in this document.

Fig. 8.2 – Skeleton of a digit, a : before sketetonization, b : after skeletonization

Overall, this network gave the following success rates : 83% for the distance
method and 81.17% for the sum method using the proposed method ; 82.26% for
the distance method and 79.67% for the sum method with a skeleton ; and 79,83%
for the distance method and 76.33% for the sum method without a skeleton. The
results are summarized in Table 8.1 and Table 8.2.

Table 8.1 – Result summary for distance method (%)

Sets Type of sets without skeleton With skeleton Proposed method
30 sets of digits Training sets 92,67 98,67 94
60 sets of digits Testing sets 79,83 82,26 83
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Table 8.2 – Result summary for sum method (%)

Sets Type of sets without skeleton With skeleton Proposed method
30 sets of digits Training sets 88,67 100 93
60 sets of digits Testing sets 76,33 79,67 81,17

Let us examine the results obtained for different digits. For the distance method,
Tables 8.3, 8.4 and 8.5 show confusion among the identified digits, while testing
the proposed network for the training handwritten digits. Tables 8.6, 8.7 and 8.8
show the success rates for testing handwritten digits.

Table 8.3 – Network performance without skeleton on the learning set for distance
method

Numbers 0 1 2 3 4 5 6 7 8 9 Success(%)
0 30 0 0 0 0 0 0 0 0 0 100
1 0 29 1 0 0 0 0 0 0 0 96,67
2 0 0 29 0 0 1 0 0 0 0 96,67
3 1 0 0 27 0 0 0 2 0 0 90,00
4 0 0 0 0 30 0 0 0 0 0 100
5 0 0 0 0 0 30 0 0 0 0 100
6 0 0 0 1 0 0 28 0 0 1 93,33
7 4 0 0 0 0 0 0 25 0 1 83,33
8 0 0 0 0 1 0 0 0 26 3 86,67
9 3 0 0 0 0 0 0 0 3 24 80,00

Table 8.4 – Network performance with skeleton on the learning set for distance
method

Numbers 0 1 2 3 4 5 6 7 8 9 Success (%)
0 29 1 0 0 0 0 0 0 0 0 96,67
1 0 30 0 0 0 0 0 0 0 0 100
2 0 0 30 0 0 0 0 0 0 0 100
3 1 0 0 29 0 0 0 0 0 0 96,67
4 0 0 0 0 29 0 0 0 1 0 96,67
5 0 0 0 0 0 30 0 0 0 0 100
6 0 0 0 0 0 0 30 0 0 0 100
7 0 0 0 0 0 0 0 30 0 0 100
8 0 0 0 0 1 0 0 0 29 0 96,67
9 0 0 0 0 0 0 0 0 0 30 100
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Table 8.5 – Network performance with proposed method on the learning set for
distance method

Numbers 0 1 2 3 4 5 6 7 8 9 Success (%)
0 30 0 0 0 0 0 0 0 0 0 100
1 0 29 1 0 0 0 0 0 0 0 96,67
2 0 0 27 0 0 2 0 0 0 1 90,00
3 1 0 0 27 0 0 0 2 0 0 90,00
4 0 0 0 0 29 0 0 0 1 0 96,67
5 0 0 0 0 0 30 0 0 0 0 100
6 0 0 0 1 0 0 28 0 0 1 93,33
7 0 0 0 0 0 0 0 27 0 3 90,00
8 0 0 0 0 1 0 0 0 26 3 86,67
9 0 0 0 0 0 0 0 0 1 29 96,67

Table 8.6 – Network performance without skeleton on the test set for distance
method

Numbers 0 1 2 3 4 5 6 7 8 9 Succes(%)
0 54 0 0 0 0 0 0 4 2 0 90,00
1 0 54 2 0 1 3 0 0 0 0 90,00
2 0 11 41 0 5 2 0 0 1 0 68,33
3 0 0 0 55 0 0 2 3 0 0 91,67
4 0 1 0 0 48 2 0 2 7 0 80,00
5 0 10 6 0 0 44 0 0 0 0 73,33
6 9 0 0 3 0 0 45 1 1 1 75,00
7 3 0 0 2 0 0 0 55 0 0 91,67
8 0 0 0 0 2 0 0 0 52 6 86,67
9 0 0 0 0 3 0 0 0 26 31 51,67
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Table 8.7 – Network performance with skeleton on the test set for distance method

Numbers 0 1 2 3 4 5 6 7 8 9 Success(%)
0 54 0 0 1 0 0 1 0 3 1 90,00
1 0 53 1 0 2 4 0 0 0 0 88,33
2 0 11 44 1 4 0 0 0 0 0 73,33
3 0 0 0 57 0 0 0 3 0 0 95,00
4 0 3 0 3 47 0 0 0 5 2 78,33
5 0 11 6 1 0 41 1 0 0 0 68,33
6 0 0 0 9 0 2 46 3 0 0 76,67
7 2 0 0 1 1 0 1 54 0 1 90,00
8 0 0 0 0 2 0 0 0 56 2 93,33
9 0 1 0 1 0 0 0 0 14 44 73,33

Table 8.8 – Network performance with the proposed method on the test set for
distance method

Numbers 0 1 2 3 4 5 6 7 8 9 Success(%)
0 52 0 0 0 0 0 0 4 3 1 86,67
1 0 53 2 0 2 3 0 0 0 0 88,33
2 0 8 43 0 5 2 0 0 1 1 71,67
3 0 0 0 55 0 0 1 4 0 0 91,67
4 0 1 0 0 49 0 0 1 3 6 81,67
5 0 11 5 0 0 42 2 0 0 0 70,00
6 1 0 0 5 0 0 48 0 0 6 80,00
7 1 0 0 2 0 0 0 57 0 0 95,00
8 0 0 0 0 1 0 0 0 58 1 96,67
9 0 0 0 0 2 0 0 0 17 41 68,33

The Tables 8.9,8.10, 8.11, 8.12, 8.13 and 8.14 show the confusion among for sum
method.
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Table 8.9 – Network performance without skeleton on the learning set for sum
method

Numbers 0 1 2 3 4 5 6 7 8 9 Success(%)
0 29 0 0 0 0 0 0 0 0 1 96,67
1 0 30 0 0 0 0 0 0 0 0 100
2 0 2 26 2 0 0 0 0 0 0 86,67
3 0 2 0 28 0 0 0 0 0 0 93,33
4 0 0 0 0 30 0 0 0 0 0 100
5 0 0 0 0 1 28 1 0 0 0 93,33
6 0 1 0 0 0 3 26 0 0 0 86,67
7 0 0 0 0 0 9 0 21 0 0 70,00
8 1 0 0 0 1 0 0 0 28 0 93,33
9 0 0 0 0 0 8 0 0 2 20 66,67

Table 8.10 – Network performance with skeleton on the learning set for sum method

Numbers 0 1 2 3 4 5 6 7 8 9 Success(%)
0 30 0 0 0 0 0 0 0 0 0 100
1 0 30 0 0 0 0 0 0 0 0 100
2 0 0 30 0 0 0 0 0 0 0 100
3 1 0 0 30 0 0 0 0 0 0 100
4 0 0 0 0 30 0 0 0 0 0 100
5 0 0 0 0 0 30 0 0 0 0 100
6 0 0 0 0 0 0 30 0 0 0 100
7 0 0 0 0 0 0 0 30 0 0 100
8 0 0 0 0 0 0 0 0 30 0 100
9 0 0 0 0 0 0 0 0 0 30 100
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Table 8.11 – Network performance with proposed method on the learning set for
sum method

Numbers 0 1 2 3 4 5 6 7 8 9 Success(%)
0 30 0 0 0 0 0 0 0 0 0 100
1 0 30 0 0 0 0 0 0 0 0 96,67
2 0 2 26 2 0 0 0 0 0 0 90,00
3 0 2 0 28 0 0 0 0 0 0 90,00
4 0 0 0 0 30 0 0 0 0 0 96,67
5 0 0 0 0 1 28 1 0 0 0 100
6 0 0 0 0 0 2 28 0 0 0 93,33
7 0 0 0 0 0 8 0 21 1 0 90,00
8 0 0 0 0 0 0 0 0 30 0 86,67
9 0 0 0 0 0 0 0 0 2 28 96,67

Table 8.12 – Network performance without skeleton on the test set for sum method

Numbers 0 1 2 3 4 5 6 7 8 9 Success(%)
0 53 0 1 0 0 0 0 1 2 3 88,33
1 0 50 4 0 0 0 1 2 0 3 83,33
2 0 3 47 6 0 0 2 2 0 0 78,33
3 0 10 0 50 0 0 0 0 0 0 83,33
4 0 0 0 0 48 0 0 8 3 1 80,00
5 0 5 0 1 5 30 4 6 0 9 50,00
6 0 10 0 7 1 2 36 0 0 4 60,00
7 0 0 0 0 1 0 0 58 1 0 96,67
8 0 0 0 0 0 0 0 4 56 0 93,33
9 2 0 0 0 1 0 0 16 10 30 50,00
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Table 8.13 – Network performance with skeleton on the test set for sum method

Numbers 0 1 2 3 4 5 6 7 8 9 Success(%)
0 39 0 0 0 0 0 0 17 1 3 65,00
1 0 48 6 2 0 3 0 1 0 0 80,00
2 0 2 44 6 0 1 5 2 0 0 73,33
3 0 1 3 53 0 0 2 1 0 0 88,33
4 0 0 1 0 53 0 0 4 1 1 88,33
5 0 7 1 0 5 47 0 0 0 0 78,33
6 0 0 0 11 0 0 45 4 0 0 75,00
7 0 0 0 3 0 0 2 55 0 0 91,67
8 0 0 0 0 0 0 0 0 57 3 95,00
9 0 1 0 0 1 0 0 10 11 37 61,67

Table 8.14 – Network performance with the proposed method on the test set for
sum method

Numbers 0 1 2 3 4 5 6 7 8 9 Success(%)
0 59 0 0 0 0 0 0 0 1 0 98,33
1 0 47 4 0 0 4 3 2 0 0 78,33
2 0 1 50 5 0 0 1 3 0 0 83,33
3 0 3 0 56 0 0 0 1 0 0 93,33
4 0 0 0 0 50 0 0 8 0 2 83,33
5 0 9 0 0 5 30 7 9 0 0 50,00
6 0 4 0 5 1 3 46 0 0 1 76,67
7 0 0 0 1 4 0 0 54 1 0 90,00
8 0 0 0 0 0 0 0 0 60 0 100
9 0 0 0 0 2 0 0 6 17 35 58,33

What we can immediately notice in the tables above is that digits 9 are confused
with 8, and digits 7 are slightly confused with other digits in the three approaches.
Tables 8.15 and 8.16 show confusion of characters. We consider a character to be
confused with another if the error rate exceeds 10%.
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Table 8.15 – Confusion of characters with distance method

CharacterWithout SkeletonWith SkeletonProposed Method
0 Any Any Any
1 Any Any Any
2 1 1 1
3 Any Any Any
4 9 Any 8
5 1 1,2 1
6 9 3 0
7 Any Any Any
8 Any Any 9
9 8 8 8

Table 8.16 – Confusion of characters with sum method

CharacterWithout SkeletonWith SkeletonProposed Method
0 Any 7 Any
1 Any 2 Any
2 3 3 Any
3 1 Any Any
4 7 Any 7
5 7,9 1 1,6
6 1,3 3 Any
7 Any Any Any
8 Any Any Any
9 7,8 7,8 7,8

9. Conclusion

In this paper we proposed a feedforward back propagation neural network for
the classification of Gujarati numerals. Various techniques are used in the prepro-
cessing step before implementing classification of numerals. The overall perfor-
mance of this proposed network is as high as 83% for the distance method and
81.17% for the sum method using the proposed method ; 82.26% for the distance
method and 79.67% for the sum method with a skeleton, and 79.83%for the distance
method and 76.33% for the sum method without a skeleton.

The performance of any classification model is mainly based on the feature
abstraction. To improve the performance of this prototype, the improved features
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abstraction technique and/or the preprocessing techniques are possibly required.
As a whole, this model offers a satisfactory success rate but it is subject to further
improvement.
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