FACTA UNIVERSITATIS (Nlé)
SER.: ELEC. ENERG. vol. 19, no. 2, August 2006, 287-298

Enhancing Robustness of Speech Recognizers by Bimodal
Features

Inge Gavat, Gabriel Costache, and Claudia lancu

Abstract: In this paper a robust speech recognizer is presented badedtares ob-

tained from the speech signal and also from the image of thekgp. The features
were combined by simple concatenation, resulting compéesstdre vectors to train
the models corresponding to each class. For recognitienclidssification process
relies on a very effective algorithm, namely the multicl888Vi. Under additive noise

conditions the bimodal system based on combined featuteshatter than the uni-
modal system, based only on the speech features, the adidechaétion obtained

from the image playing an important role in robustness imgneent.

Keywords: Robust speech, bimodal system, support vector machinesalnaet-
works.

1 Introduction

The main problem of many classification systems is that there are not rolaist, th
performances are not constant especially when the conditions (emérdanuser,
application) are changed. There are two causes for that: first theesotithe sig-
nals that should be classified can be corrupted with noisy unwanted cemgon
and second, the classifiers cannot deal properly with new variante shthe pat-
tern. Concerning the first problem, in image classification systems (espdaizly
recognition or detection) for example, different illuminations and positiortbef
object to be recognized can be seen as introducing unwanted compolmetits
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audio classification systems such unwanted components are represettiedrb
herent noise that is captured along with the signal to be classified. Théamu-
tion for this kind of problems is a preprocessing of the signal beforeifitzgon

in order to eliminate the unwanted components, with the draw back to affect also
the original signal. Another possible and more viable solution could be thefuse
features obtained from more sources, connected with the object to Isfieths
acting in a multimodal way. Concerning the second problem, Artificial Neuet! N
works [1] and many statistical methods offer solutions by allowing to form risode
of one pattern using more variants of the pattern. Furthermore this modefecan
re-trained using new particular occurrences of the pattern so thatstensys able

to learn from examples.

In this paper is proposed a robust speech recognition system, basebtion
modal structure using features obtained from two sources: the spigeeth and
the speaker image and applying for classification the Support Vectorives[8]
algorithm that combines the advantages of ANNs and statistical apprdacheas-
ing good generalization and learning properties. SVMs were suctlgassad in a
multimedia classifier [2].

A bimodal system is a particular case of multimodal system, namely that system
that uses features obtained not only from the signals that should béiethbsit
also from other signals related with them.

The bimodal systems act in two major steps like each unimodal classification
system. In the first step feature extraction is performed, where arevdeés only
the important characteristics of the signal, in the second, the recogniticalized:
where based on a classification algorithm is made a decision. There are two ma
strategies to build multimodal system [3].

The first method is to apply decision fusion and means taking a decision for
each source of information and combine those two to make the final decidien. T
most common way to implement the decision fusion algorithm is using neural net-
works or Markov models where the entries of the network are the outpehaif
classifier from each source.

The other method to construct a multimodal system is using the feature fusion.
This means that after feature extraction from each source a combirtedefeat
is realized as basis for multimodal models and then applying any classification
method we make the decision. The main disadvantage of this second method is
that we have to synchronize the signals from the different sources.

For each source we can use different parameterization methods depend
the signals. Depending on the application, the signals can be images, audils sig
and others.
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2 Architecture

The recognition system we have experimented is given in Figure 1 anded bas
fusion of parameters obtained from speech and from image. In ordentbioe the
feature vectors, the two signals have to be synchronized, this being thevewin
ness of this type of bimodal system architecture. Because the databasedve
had synchronization between speech and image, we can apply withdlempso
the architecture based on parameters fusion.
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Fig. 1. Bimodal speech recognition system

The first step in the system is feature extraction where we extract only the im-
portant characteristics of the signals. For speech parameterizatiored@eixep-
tual approaches of two well known methods: linear prediction and cépstilysis.
From image we extract geometric features of speaker’s mouth. For teag face
tracking algorithm based on Gaussian Mixture Models and then a deforieatle
plate was used to model the face. The deformation was calculated so the template
would contain as many pixels from the face as possible. The decisiondioped!
to be or not in the face class was taken using the Bayes statistical criteria.

Features were combined by simple concatenation of feature vectorsctor ea
analyzed window (or frame). After fusion we construct bimodal modeaidHe
patterns we want to classify.

For classification we choused to use a statistical approach called S\/pptmt
Machines. SVM is a binary decision method with a good generalization gyoper
and is based on finding an optimal hyperplane as a decision boundargdretw
classes. Also SVM is a kernel method meaning that the hyperplane is fownd in
feature space using a non-linear transformation which transform thesppae in
a feature space which has a much bigger dimension and we don’t haveutata
the transformation for each data sample, we have to calculate only somé kerne
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products in order to find the hyperplane.

In order to extend the binary algorithm to multiclass decision we combined
several binaries SVMs using Directly Acyclic Graph SVM (DAGSVM) aligfam.

The first stage in the classification process is to train the support vetvaonke
(find the hyperplane) using some of the data samples (bimodal models) feom th
database and next we test the trained network using the other modelsstaipase
or the same models used in the training process.

3 Signal Processing

First step in all recognition or classification tasks is signal analysis, vwherggnal
is processed in order to obtain the important characteristics, further tedledes
or parameters. By using only the important characteristics of the signahiberd
of data used for comparisons is greatly reduced and thus, less compataditess
time is needed for comparisons.

3.1 Audio Signal Processing

Our audio parameter extraction is based on perceptual linear prediotirggcand
perceptual cepstral coding, methods that will be further summarizedre Bre

few blocks commune in both linear prediction and cepstral coding. Thecfirst

mon stage is frame blocking, used because audio signals is fundamentatlly a no
stationary signal, so we cut short fragments during which the speecal sign

be approximated as a quasi-stationary random process. Then wd paskdrame
through a Hamming window. We can compute at this time the energy of each frame
and we can use the energy set of coefficients in the recognition primes®re
accuracy. Next in order to obtain the perceptual version of the LPCcapsiral
coefficients we manipulate the spectrum of the speech signal. The speatrig-
ulation for mel-cepstral coding is represented by a set of filters. Theisutp the
filters are calculated using eq. 1, wheie the number of the filter.

logstk m)[Hi (k1) )

M NZ

Y(i)=

k=0

First and second order variations of the mel-cepstral coefficientssa for
speech recorded in noisy environments or under influence of stressaiional
factors [1]. The spectral manipulation for perceptual linear predictiarepse-
sented in Fig. 2 The PLP audio analysis method is more adapted to human hearing
in comparison to the classic Linear Prediction Coding (LPC).
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Fig. 2. Block representation for perceptual linear prediction.

The power spectrum is computed as follows
P(ww) = (0 S(w))? + (OS(w))? ()

The first step is a conversion from frequency to bark, which reptesebetter
representation of the human hearing resolution in frequency. The taTleincy
corresponding to an audio frequency is:

Q(w) =6ln (12(6)On+ ((12(8)01)2 +1) 05) 3)

The resulting warped spectrum is convoluted with the power spectrum of the
critical band-masking curve, which act like a bank of filters centere@ponThe
spectrum is pre-emphasized by an equal loudness curve, which ipanxepation
to the non-equal sensitivity of human hearing at different frequeneieabout
40dB level. A filter having the following transfer function gives the curve:

(w?+56.8 x 10°)w*

Bl0) = (@27 63x 107 x (02 + 0.38x 10°)

(4)

The last operation prior to the all-pole modelling is the cubic-root amplitude
compression (Intensity - Loudness Conversion), which simulates thémear-re-
lation between the intensity of sound and its perceived loudness. Togéthehe
psychophysical equal-loudness preemphasis, this operation alsieseithe spec-
tral amplitude variation of the critical-band spectrum so that the following dé-po
modelling can be done by a relatively low model order [4].

Autoregressive modelling is the final stage of the PLP analysis, and tonsis
of approximating the spectrum by an all-pole model, using the autocorrelation
method. An Inverse Discrete Fourier Transformation is applied to the spectr
samples, resulting the dual autocorrelation function. For a M-th orderoddl-p
model, only the first M+1 autocorrelation values are needed. The Lavii3orbin
recursive algorithm is used to solve the Yule - Walker equations.
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3.2 Image Processing

For our proposed bimodal speech recognition system that will be gessanthe
application part we had to extract geometric features form the speakeh.mou
order to do that, a face tracking algorithm was used [5].

The algorithm is based on a statistical modeling for the face colors and also is
based on using a deformable template to model the oral cavity.

The first stage of the algorithm is to calculate for each pixel in the frame the
probability to be in one of the two defined classes: the ‘face class’ anchire ’
face class’ (background). Than, using the deformable template, werailpgll
the pixels that are probably in the face class. The deformation of the template is
calculated to contain as many pixels of the face class and as less of theceon fa
class. The optimal deformation is searched using the algorithmic search method
For each pixel in the current frame,; is the hypothesis that the pixel is in the
face class ana, that the pixel is in the background class. In order to calculate
P(wy\X) which is the probability that pixek to be in the face class, we need first
to estimate the color distribution in the face zdPe\w;) and in the background
zoneP(x\w,). For that a GMM (Gaussian Mixture Model) was used with two
components one for each class.

P(x\wi) = i1 - N(ti1,Cia) + aiz2 - N(Hi2, Ci2) (5)
whereN(u,C) is a Gaussian distribution with mearand variance C and;; is the
weight of the distribution .

Than we can calculate, using the Bayes rule, the probabilities.
Plwr\x) = P(x\w1) e P(w)
P(wz\X) = P(x\w,) e P(w)

To track the face movement we deformed an elliptic model in order to minimize
the energy function (eq. 8) of the regi®which contained the face.

1= 3 logg e ™

wherer is a pixel in theRregion and is the value of the pixel. So the face tracking
problem became a problem of minimizing this function by deforming the template.

(6)

4 Support Vector Machines

The foundations of Support Vector Machines (SVM) have been dpedlby Vap-
nik [6]. The formulation is based on Structural Risk Minimization (SRM) priteip



Enhancing Robustness of Speech Recognizers by Bimodal Features 293

which minimizes an upper bound on the generalization error, as opposed-to E
pirical Risk Minimization (ERM) which minimizes the error on the training data.
Support Vector Machines (SVM) is a statistical algorithm with a great potentia
to generalize, that can successfully be used in pattern recognition amohatfon
retrieval tasks. The main idea in training a SVM system is finding a hyperplane
as a decision boundary between two classes. Fundamentally SVM is a baary
cision method, but there are several techniques that allow the use in clt#sifi
tasks with more than 2 classes. There are two possible cases, the cagarabke
patterns, and the case of non separable patterns, as shown in Fig. 3.

X bt
Support y : ‘ Orptimal 5_“1"}"‘}1" 4 : Orptinal
Vector T . 7 hyperplane Vector = ,*'F hiyperplane
- - L L] .
, o3
F
‘h/ - 4 (] ° [ =1 h ~ IR X
b -
e il
2 o
L] =]

@ (b)
Fig. 3. Suport vectors for (a) separable patterns (b) nonseparatiégns.

The equation that is verified for each data sample in the case of sepaagble p
terns is:

dw'x+b)>1 for i=1,2,...,N (8)
whered; is the label for sample data and it can bet-1 or —1 andw; andb are
the weights and the bias which describe the hyperplane. The supptots/ace
the data samples for which eq. 9 is verified with the equal sign. After the teainin
process only the support vector will be kept from all data.

In the case of non separable patterns, eq. 9 becomes

dW'x+b)>1-§& for i=1,2,....N (9)

whereé; represents the number of data samples left inside the decision area, giv-
ing the number of training errors. The problem of finding the optimal hypa
becomes a problem of minimizing the cost function described by eq. 11

N
oW, &) = %WTW+C_ZlEi (10)

where minimizing the first term means maximizing the distance between the two
classes and minimizing the second term means reducing the number of training er
rors. Under those circumstances, paran@teecomes a balance between a smaller
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training error and a bigger distance between classes. The minimization afieq 1
done using Lagrange multipliers method. Another important part of SVM is the
use of the inner product kernel functions. Cover’s theorem saygiag a in-

put space where the patterns are non separable, there is a transforthatiwill

lead to another space where with high probability the patterns are sepantble
two conditions: one, the transformation is non linear and two, the dimension of
the output space is high enough. We can use this theorem in solving thenigagr
multipliers systems. We will not calculate the transformation for each data sample
in the output space, we will only have to calculate products called inneuptod
kernels, like in eq. 12:

K(x.x) =" (X))

il . 11
:Z)(pj(x)d)j()(i) for i=1,2,...,N (11)
J:
We can use any type of kernels: polynomial, radial basis function, twodayer-
ceptron and so on. Fig. 4 gives an example of how a polynomial kéxhel+ 1)P
works.

k4

Fig. 4. Polynomial kernel.

Using this kernel arhitecture, SVM can be seen as a NN based system with 3
layers: first input layer with the dimension equal with the number of featnfres
the pattern, than an hidden layer in the future (kernel) space and finalbuthat
layer which will give the binary decision.

5 Multiclass SVM

Like we said in the beginning, SVM is a binary decision method but it can be ex-
tended to multiclass task using different algorithms. The most common algorithms
use combinations of binary SVMs: ’'one against one’ method, 'one agalhs
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method and DAGSVM (Directly Acyclic Graph SVM). The oldest method, 'one
against all’, consists in building several binary SVMs (equal with the nurobe
classes). In the training phase we will train each SVM with one of the classes
against the rest of the classes and in the testing phase we test the testldath w
SVMs and the decision is taken based on the distance between data tes¢ and th
hyperplanes from all SVMs.

'One against one’ method consists in building more binary SVMs where we
train each class with another class until we trained each class with all the other
classes. In the testing phase we test the current data with all SVMs andtfiifo
classegi, j) binary SVM the decision is that is in the clager example the index
of i is increased with one and the index jois decreased with one. In the case of
DAGSVM algorithm we start at the top of the graph and if the decision is that the
sample is in the class, then we go to the left path if not we go to the right path and
continuing until the end of the tree where we will have the final decision.

Fig. 5. DAGSVM tree.

6 Experimental results

We used for feature extraction from the speech signal two methods: tbepbeal
linear prediction (PLP) [7] analysis and the mel-cepstral analysis [8}. eBoh
window, we extract 5 PLP [4] coefficients or 13 mel-cepstral coeffisieRor the
image sequence we use a face-tracking algorithm and we extract gedesginies
of the speaker face. For each frame we extract 3 geometric featueem¢thth
width and the height of the upper lip and downer lip) [5]. For synchrditna
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between image and speech, the video sequence was recorded aaB0 fips made
the length of the analysis window for the speech to be 33ms. So for eanh Wwa
will have 3 features from image and 5 PLP or 13 MFC coefficients forcpdeor
fusion we used simple concatenation between the two feature vectors. wehen
formed a 'supervector’ putting together the features calculated for waatow
and we construct bimodal models using those 'supervectors’. Foifdatisen we
used the DAGSVM algorithm.

We tested our system using database created by the Advanced Multimedia Lab
oratory from the Carnegie Mellon University. The database containoitfsxdig-
its from one to ten) spoken by 10 peoples each with 10 pronunciations.

We performed two types of test: first with enrolled speakers which mean that
speaker where involved both in training SVMs and testing SVMs. We used fiv
pronunciations for training and five for testing. For the second type bfititls
unenrolled speakers we used the leave- one- out method. For eatwevtnained
the SVM net with 9 speakers and tested with th& t8peating the procedure for
each speaker. The results are presented in the Table 1 and Table 2

Table 1. Recognition rates for unenrolled speakers.

Coefficients(No.)| PLP(5) | MFCC(13) | PLP+image(8)| MFCC+image(16)
SNR=30dB 84.75% | 91.71% 87.73% 92.84%
SNR=25dB 77.71% | 90.49% 82.42% 92.49%
SNR=29dB 76.8% | 87.89% 80.08% 91.13%

Table 2. Recognition rates for enrolled speakers.

Coefficients(No.)| PLP(5) | MFCC(13) | PLP+image(8)] MFCC+image(16)
SNR=30dB 91.71% | 97.74% 92.13% 97.42%
SNR=25dB 90.85% | 96.53% 91.98% 96.85%
SNR=29dB 86.71% | 94.13% 91.85% 96.14%

In Fig. 6 are represented the variations of recognition rates when altifaisse
is added over the speech signal.

The performance obtained using bimodal recognition compared with classic
unimodal recognition based only on the speech signal is sensible highecially
under difficult conditions, namely when the speech signal is corruptedhwitie. It
can be observed that when using coefficients both from image andhsiheeeari-
ations of recognition rates are considerably smaller than when using cedglsp
parameters.
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Fig. 6. Recognition rates for PLP and MFCC coefficients.

7 Conclusions

In this paper a new approach for building robust speech recognisegrss was
presented. The robustness was accomplished by using additionaétealtained
from the speaker image along with the features obtained from the speeeth. sig
We extract features from the speech signal using the PLP and the nsttadégch-
nigue and from the image of the speaker we extract geometric featuradassifi-
cation we used the SVM algorithm which we extended to multiclass decision using
the DAGSVM algorithm. The experimental results confirmed the stability of the
recognition rates when we added artificial noise over the speech signatheéx
observation from the experimental results is that when using the MFC @ceaff
(best 97.42%) the rate of recognition is higher than when using PLP cieef§
(best 91.71%). The difference between recognition rates for theleshispeak-
ers (best 97.42%) and for unenrolled speakers (best 92.84%) sorogh which
indicate that SVM has a good generalization property.
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