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Competitive Learning Algorithms for Data Clustering

Georgeta Budura, Corina Botoca, and Nicolae Michu

Abstract: This paper presents and discusses some competitive lgalgarithms
for data clustering. A new competitive learning algorithmamed the dynamically
penalized rival competitive learning algorithm (DPRCls)jntroduced and studied. It
is a variant of the rival penalized competitive algorithrhdhd it performs appropri-
ate clustering without knowing the clusters number, by aaatically driving the extra
seed points far away from the input data set. It does not Heédiead units” prob-
lem. Simulations results, performed in different condipare presented showing
that the performance of the new DPRCL algorithm is better amative with other
competitive algorithms.
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1 Introduction

Competitive learning is an efficient tool for data clustering, widely applied in a
variety of signal processing problems such as data compression [&ifidation
[3,4], adaptive noise cancellation [1, 5, 6] image retrieval [7] and inpageessing
[8-10].

The typical competitive learning algorithm, namkeneans algorithm [11],
partitions the input data set into categories (called clusters) each finally rep-
resented by its centre, that adaptively changes, starting from some iwitigdsv
named seed points The algorithm computes the squared distance betweguthe in
vector and the centres, chooses the winning centre, the one having the minimu
distance, and moves it closer to the input vector. The major deficiency df the
means algorithm is that it needs to know the exact number of cluktdrsfore
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performing data clustering. Otherwise, it will lead to a poor clustering perfo
mance. Unfortunately, it is often hard to determkni@ advance in many practical
problems. Other problems are that the classification depends on the initiksscen
values of the RBF, on the type of the chosen distance, on the numbersdlashe
k-means algorithm has also the "dead units” problem, which means that if @ centr
is inappropriately chosen, it may never be updated, thus it may neversesyra
class.

During the last fifteen years there have been developed new advalymed
rithms that eliminate the "dead units” problem and perform clustering withait pr
deciding the exact cluster number, as for example: the frequency cowgpatib-
rithm (FSCL) [4], the incrementdd-means algorithm, the rival penalizing compet-
itive algorithm (RPCL) [12].

The frequency sensitive competitive learning is an extension of the ksnean
algorithm, that circumvent the "dead units” problem [4] by introducing apeater,
named the relative winning frequency or "conscience”. The centrasoghto win
the competition is directly proportional with the relative winning frequencye Th
FSCL algorithm reduces the learning rate of the frequent winners, sactience
to win the competition. Some successful applications of the FSCL algorithm are
feature extraction [13] and image compression [14]. Although the FSQiritign
can almost successfully assign one or more seed points to a cluster witeout th
"dead units” problem, it also needs knowing the exact number of clusters.

Another algorithm which can perform clustering without knowing the clgster
number is a variant of thikemeans algorithm, thk-means incremental algorithm.
It gradually increases the number of clusters under the control of shibiick pa-
rameter, which is however difficult to be decided.

The rival penalized competitive learning algorithm [12] performs appate
clustering without knowing the clusters nhumber and also it eliminates the "dead
units” problem. The RPCL algorithm rewards the winning center and pesalize
with a de-learning rate the second winner, named rival. The algorithm is quite
simple and provides a better convergence thanktheeans and the FSCL algo-
rithms. Although the RPCL algorithm had success in some applications, such as
nonlinear channel equalization [1], color image segmentation [8], imagés és
extraction [10], it is rather sensitive to the selection of the de-learning rate

To eliminate this drawback, in this paper it is introduced a new competitive
algorithm, the dynamically penalized rival competitive learning algorithm. The
DRPCL algorithm circumvents the selection problem of the de-learning rate by
always fixing it at the same value as the learning rate and dynamically corgrollin
it. If the first rival distance to the winner is closer than the one between itieew
and the input, the rival will be more penalized; otherwise the penalization will b
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gradually attenuated as the distance between the winner and the rivalsesre
This idea is consistent with the social scenario in our daily life. For exampe, th
electoral competition between two candidates always will become more intense if
their performances are closer. The DRPCL algorithm drives away theemxmber

of seed points much faster than the RPCL algorithm.

2 Competitive Learning Algorithms

2.1 Thelkmeans algorithm

The standard k-means algorithm [11] calculates the distance betweenudheecp
tor and the centres vector. The distance may be of different typessbatlyithe
Euclidian norm is used:

1x(n) =i ()] = \/[Xl(n) =i (M)]*+ -+ [xm(n) — cmi (W), 1)

wherex(n) is the input vectorg; is the centre vectar, mis the vectors dimension
and N is the number of the centres. The cenjravith a minimum distance is
declared winner:

j=argmin|x(n)—c(n)|| i=1,...,N. 2
The winning centre is moved with a fractigntowards the input
ci(n+1) = ci(n) —n [x(n) —ci(n)]. 3)

The learning ratg may be constant or descendant with a fraction, for example:

n(n+1)=n(n)— 4)

1
Ny
whereN represents the centres number.

The weights are randomly initialized, usually at the input vector values.-Equa
tions (2) and (3) are than applied iteratively until the algorithm convergksezes
as the number of iterations reaches a specified value, respectivelysitendeng
learning rate becomes zero or a very small value.

The classical k-means algorithm has the "dead units” problem. That iseif-ac

ter is initialized far away from the input data set in comparison with other cgnter
it may never win the competition, so it may never update, becoming a dead unit.
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2.2 The frequency sensitive competitive algorithm

To solve the "dead units” problem it has been introduced the so calleguitrecy
sensitive competitive learning” algorithm [4] or competitive algorithm "with con
science”. Each centre counts the number of times when it has won the commpetitio
and reduces its learning rate consequently. If a center has won too’ibfteals
guilty” and it pulls itself out of the competition. The FSCL algorithm is an ex-
tension ofk-means algorithm, obtained by modifying relation (2) according to the
following one:

j=argminy [[x(n)—ci(n)|| i=1,...,N, (5)
with the relative winning frequency of the centre cdefined as
S
2. S
i=1

where s is the number of times when the centrewas declared winner in the
past. So the centers that have won the competition during the past hawgcaded
chance to win again, proportional with their frequency tgrnfter selecting out
the winner, the FSCL algorithm updates the winner with equation (3) in the same
way as thek-means algorithm, and meanwhile adjusting the corresponginits
the following relation:

s(n+1)=s(n)+1 (7)

The FSCL algorithm can almost always successfully distributeNtleentres
into the input data set without the "dead units problem”, but only when théechis
number is known.

2.3 Therival penalized competitive learning algorithm

The rival penalized competitive algorithm [1] performs appropriate dlingavith-
out knowing the clusters number. It determines not only the winning cgiie
also the second winning centemamed rival

r=argminy |[X(n) —ci(n)||, i=1,...,N, i#]. (8)

The second winning centre will move away its centre from the input with a ratio
B, called the de-learning rate. All the other centres vectors will not che®g¢he
learning law can be synthesized in the following relation:

c(n)+nxm—cm] if i=]
ci(n+1)=<ci(n)—Bxn) —c(n)] if i=r 9)
ci(n) if i=j and i#r
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If the learning speed is chosen much greater th@n with at least one order
of magnitude, the number of the output data classes will be automatically found.
other words, suppose that the number of classes is unknown and thesgamber
N is greater than the clusters number, than the centres vectors will convemayels
the centroids of the input data classes. The RPCL will move away the rivadgcim
iteration, converging much faster than theneans and the FSCL algorithms. The
number of extra seed points, respectively the difference betiNesrd the number
k of classes will be driven away from the data setNIis smaller than the number
of input data classes, than the network will oscillate during training, indic#hiaty
the clusters number must be increased.

2.4 The dynamically penalized rival competitive learning algorithm

The DRPCL is a variant of the RPCL algorithm. It determines not only the winnin
neuron, but also the second winning neuron, the first rival. Comparsii the
RPCL algorithm, the DRPCL algorithm applies a new mechanism to dynamically
control the rival penalization. For this it introduces a new term, the petializa
sreng (IIx(n) —cwll, | )
min(||x(n) — cwl|, ||cw — Cr

p(ci(n) T , (10)
where ¢ and ¢ are the centre of the winner, respectively of the rival. With this
factor the de-learning raf@ in equation (9) becomes:

B = np(ci(n)). (11)

It can be noticed that the value of p(ci) in relation (10) is always betwesaTd0
1, which can be therefore regarded as the probability of rival petializalf the
condition||x(n) — cy|| > ||cw — ¢ || is satisfied, than the rival will be fully penalized
with the learning rate). Otherwise, the rival will be penalized with the de-learning
rate n p(ci(n), which is gradually attenuated as the distance between the winner
and its rival increases. So, the DRPCL algorithm is actually a generalization
the RPCL algorithm, which moves away the undesired centres much fastéhéhan
RPCL algorithm, because its de-learning rate is greater.

3 Simulations Results

A complex radial basis function neural network (RBF-NN) [1], [2], sM@ained
with the FSCL, RPCL and the new DRPCL algorithm, using complex input data.
Different numbers of clusters and numbers of seed points were usen éxper-
iments. The input data were generated using a white Gaussian noised éineun
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desired centres clusters, independently for the real part from the iarggoart.
Several experiments were done for different noise dispersidnsThe RBF-NN
centres were randomly initialized to a subset of the input data. The leafmti@g r
was chosen t@)=0.001 for all the three algorithms. The de-learning rate for the
RPCL algorithm wag=0.0001.

In all cases the new DRPCL algorithm could find the desired centres duster
had driven away the extra number of seed points and had a fastergenge than
the other two algorithms. It was noticed that when DRPCL gives an inapptep
clustering at current time step, i.e., there were two or more seed points ldcated
one true cluster, the rival penalization rate was not less thamQrRaverage if the
data were uniformly distributed in the cluster. Such a big de-learning rate cou
however lead the RPCL algorithm to the total break down. Hence, the derga
rate in the equation (11) was generally much smaller than.@sulting that the
DRPCL algorithm drove away the extra seed points far away from the duste
much faster than the RPCL .

Example 3.1

There were used 600 complex input data generated using a white Gangisian
around three points:(1; ), (1; 5j))and (5; 5j). The input data formedttbhesters as
it can be seenin Figure 1(a), Figure 1(b) and Figure 1(c). The six ipitsitions of
the RBF-NN centres were randomly located at (0.2580; 0.2849j), (1,465359j
), (0.3893; 5.3331)), (5.2045; 5.1298)), (1.9193; 5.4489) and (R588937));

Figures 1(a), 1(b) and 1(c) represent the desired states, the iojsytsiates
x(n), the initial and final positions of the RBF centres states c(n), in the case of a
dispersiono?=0.36 after 100 training epochs using the FSCL, the RPCL and the
DRPCL algorithms. The FSCL algorithm failed to find the desired centres. Both
other algorithms, RPCL and DRPCL, succeed to orientate the RBF centres to th
desired states.

Comparing Figure 1(b) with Figure 1(c) it can be observed that the DRPCL
algorithm has driven away the extra number of seed points much fastethaan
RPCL algorithm and it has found closer positions of RBF centres to theedesir
states than the RPCL algorithm, so its convergence is better.

Example 3.2

There were used 1600 noisy input states x(n) with a dispersiarf=®.1, around
16 desired complex points. The RBF-NN had 20 initial centres points, as hea
seen in Figures 2(a), 2(b) and 2(c). Figures 2(a), 2(b) and @gcg¢sent the simula-
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Fig. 1. (a) The desired states, the input noisy statag the initial and final positions of the RBF
centres in case of a noise dispersi?=0.36 after 100 training epochs, using the FSCL algorithm.
(b) The desired states, the input noisy stadgs, the initial and final positions of the RBF centres,
in case of a noise dispersiart=0.36 after 100 training epochs, using the RPCL algorithm. (c) The
desired states, the input noisy statés), the initial and final positions of the RBF centres, in case of
a noise dispersioa?=0.36 after 100 training epochs, using the DRPCL algorithm.

tions results after 30 training epochs, for the FSCL, RPCL and DRPClitiges.

It can be seen that the FSCL algorithm failed to find the desired because it
cannot deal with the extra number of seed points. centres. Both otheittaigs
RPCL and DRPCL, succeed to orientate the RBF centres to the desired §tates
addition, the RPCL and the DRPCL algorithm have driven away the extra@umb
of seed points. As one can observe the DRPCL algorithm has driverxtie e
number of seed points much faster away and could find closer positionBfef R
centres to the desired states, than the RPCL algorithm, so its convergenttetis b



268 G. Budura, C. Botoca, and N. Mii:

T T T T
noisy state | ' ! ! noisy state

©  desired state ; H ; H < desired state
BH x initial centre : : : : % initial centre

+ found centre 4 found centre

—— &v. centre — & centre

= ; f“‘w R
S L o0l o O ] 5
5 ER TR, 5
P I~ a2
Y SR e s ]
5 \ i I I I & I I I I 1 I I i I
-6 -4 -2 0 2 4 B £ -4 -3 -2 -1 o 1 2 3 4 5 [
Refx{n)].Ra[c(n)] Re[x(n].Re[e(n)]
@ (b)
B T T T T
noisy state
< desired state >/@ b

= initial centre
+ found centre
— ev. centre

IS

Ix(n}] Iy ()]

(©
Fig. 2. (a) The input desired states, the corrupted six(m/ the initial and final positions of the RBF
centres in case of a noise disperswf=0.1, after 30 training epochs, using the FSCL algorithm. (b)
The input desired states, the corrupted sigiia), the initial and final positions of the RBF centres in
case of a noise dispersiart=0.1, after 30 training epochs, using the RPCL algorithm. (c) The input
desired states, the corrupted sigx@l), the initial and final positions of the RBF centres in case of a
noise dispersiow2=0.1, after 30 training epochs, using the DRPCL algorithm.

4 Conclusions

The proposed competitive algorithm, namely DRPCL, while training the centres o
the RBF network, rewards the winner and dynamically penalizes its clasakt r
inverse proportional with the distance between the winner and its rivabrhpar-
ison with the classi&-means algorithm, it doesn’'t have the "dead units” problem.
If compared with the FSCL algorithm it doesn’t need to know the clusters rumb
Comparative to the RPCL algorithm, it has a better and faster converg&wme.
the DRPCL algorithm is adequate to the adaptive clustering of fast varigngls
corrupted by noise.
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