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Ratemeter Algorithm

This paper is dedicated to Prof. M. Stojić on the occasion of his 65th birthday
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Abstract: Analogously to the traditional preset count rate meter algorithm, the error
estimate of the modified preset count ratemeter algorithm has been defined as the
range around measured mean count rate containing 2/3 of the measurement results.
The coefficients determining this range have been calculated for a set of values of
the modification parameter (m) and preset count (NT ). The calculations cover the
ranges of these parameters which are of practical interest (m � 0 � 25 � 1 � 5 � NT

� 12 �
150). By applying the piecewise-linear interpolation scheme it is possible to calculate
measurement error for any pair m � NT within the ranges of these parameters covered
by the present calculations.
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1 Introduction

In an earlier article [1] a modified preset count ratemeter algorithm allowing an
efficient limitation of statistical fluctuations has been presented. For the purpose of
calculating mean count rate the modified algorithm restricts the values of statisti-
cal fluctuations of time intervals between successive input pulses to a range (ta � tb)
around the average time interval tav

�
ta � tav � tb � tav � . Starting from an estimate

of the mean count rate, it was shown that the ratio of the boundaries of the range
(ta � tb) could be chosen so that despite the introduced modification of time intervals
outside this range the correct mean value of the count rate would be obtained. The
limitation of statistical fluctuations is significant because it allows reduction of the
preset count, i.e. it results in an acceleration of the measurement process. Also, for
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a selected preset count this limitation results in the corresponding improvement of
the measurement accuracy compared to that of the traditional preset count rateme-
ter algorithm 	 1 
�� preset count , such as e.g. moving average [2].

The modified preset count ratemeter algorithm is primarily intended for use at
low count rates. The input pulses are then sparse and the time required to reach the
selected preset count may become intolerably long. An example of such measure-
ments is background radiation monitoring. A monitoring system applying the mod-
ified algorithm has been in operation in the Institute of Nuclear Sciences VINČA
for over two years [3].

The purpose of this article is to present an assessment of the error of the modi-
fied preset count ratemeter algorithm. Namely, in the original article [1] no assess-
ment of the measurement error was given. An a posteriori analysis of measured
data was required in order to determine measurement error. The results presented
here (Table 1 and the interpolation scheme) allow that the error estimate can be
determined on the basis of the measured mean count rate and choice of the mea-
surement parameters (preset count, ta, and tb). Alternatively, for an expected value
of the mean count rate one can choose the measurement parameters to achieve de-
sired accuracy.

2 The Basic Relation

It is well known that the distribution of time intervals between successive Poisson
random events is described by [4]

I
�
t �� re � rt � (1)

In eq. (1) t denotes time interval between successive random events and r is the
mean rate of the occurrence of these events.

Function I
�
t � with the indicated boundary intervals ta and tb and the mean value

between successive pulses tav, i.e. the mean count rate is r  1 
 tav, is shown in Fig.
1.

The relation between ta and tb, which allows selection of tb, given ta, so that the
correct value of r is obtained [1], is repeated here for convenience

tb  1
r

ln
1

rta � e � rta � 1
� (2)

With a chosen value of ta (the corresponding value of tb is calculated by (2)) and
a preassigned value of the preset count, NT , it is possible to determine the numbers
of time intervals within the characteristic ranges indicated in Fig.1: (0 � ta), (ta � tb),
and (tb � ∞).
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Fig. 1. The exponential character of the distribution of suc-
cessive time intervals governed by Poissons distribution.

If the preset count is sufficiently large, the number of time intervals in (0 � ta) is

na  NT

� ta

0
re � rtdt  NT

�
1 � e � rta ��� (3)

in (ta � tb)

nab  NT

� tb

ta
re � rtdt  NT

�
e � rta � e � rtb ��� (4)

and in (tb � ∞)

nb  NT

� ∞

tb
re � rtdt  NT e � rtb � (5)

In the process of calculation of the current value of the mean count rate by the
modified algorithm all time intervals within the range (0 � ta) are replaced by ta and
all time intervals within the range (tb � ∞) are replaced by tb. Therefore the total time
of NT time intervals is

T  nata � nbtb � nabt � ta � t � tb (6)

where t is governed by distribution (1).
Since the measured mean count rate is given by

R  NT
T � (7)

the fluctuations of T will obviously cause the fluctuations of R, in accordance with
(6) and (7). It is evident that the fluctuations of the results obtained by the modi-
fied algorithm will be considerably smaller than those of the traditional algorithm
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because (6) contains constant member nata � nbtb and the variable member t in (6)
can vary only within limited interval (ta � tb).

In this article, like in the original article [1], the parameter ta is selected apply-
ing relation

ta  tav
�
1 � m�

NT
��� 0 � m � �

NT (8)

where tav  1 
 R is the average time interval between input pulses, ta  1 
 Rmax is
the shortest time interval between input pulses acceptable for calculation of T in
(6), and the modification parameter m relates ta to the standard deviation of the
traditional preset count ratemeter algorithm, 1 
 � NT . The longest time interval
between input pulses acceptable for calculation of T in (6), tb, is calculated by (2),
i.e. tb  1 
 Rmin.

Relation (8) implies that there is an expected value of the mean count rate
R  1 
 tav. In the original article [1] it has been suggested that this value could
be obtained by performing the initial measurement applying a traditional preset
count algorithm. Each subsequent measurement step is performed by the modified
algorithm. In each step the values ta and tb are redefined according to the current
mean count rate value, and the algorithm converges towards the true mean value of
the count rate.

3 The Error Criterion

From (6) one may conclude that the maximum value of R will be obtained if in all
nab intervals t takes value ta and the minimum value will be obtained if in all nab
intervals t takes value tb. Both of these two results are statistically most unlikely
and the error estimate obtained on the basis of these considerations would be too
conservative.

The approach carried out in this article starts from counting the number of
measurement results contained in the range defined by the selection of m and NT
, i.e. by the selection of ta and tb. The bounds of this initial range of mean count
rates are Rmin  1 
 tb and Rmax  1 
 ta. This range usually contains all measuremet
results. Then, by an iterative procedure the bounds of this range are narrowed by
gradually increasing the initial lower bound (Rmin) and decreasing the initial upper
bound (Rmax). The shrinking of this range results in decreasing the number of
measurement results contained between the two bounds. The iterative procedure
is run until 2/3 of the total number of measurement results are within the bounds.
The position of this final range within the initial bounds (Rmin � Rmax) is such that the
number of measurement results bellow the lower (Rlow) and above the upper (Rhigh)
bounds are approximately equal. The narrowed range (Rlow � Rhigh) determined in
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this way corresponds to the error estimate of the modified algorithm. Therefore,
the error criterion adopted for the modified preset count ratemeter algorithm is
equivalent to that of the traditional preset count ratemeter algorithm.

The method is numerical and any combination m, NT would require the corre-
sponding calculation of Rlow and Rhigh. For practical purposes, however, it would be
sufficient to calculate Rlow and Rhigh for a strategically chosen mesh of values of the
modification parameter m and preset count NT . Then, by applying a corresponding
interpolation scheme one could calculate the error estimate for any combination of
the modification parameter m and preset count NT covered by the above mesh.

4 The Simulation Results

By using standard Random Number Generator for Windows Applications [5] and
the corresponding original software written in C ��� programming language, a large
number of simulation runs, for a range of values of pairs m and NT , has been carried
out1. In these runs the iterative shifting of the bounds of the initial ”window”
(Rmin  1 
 tb � Rmax  1 
 ta) is completed when the narrowed ”window” (Rlow � Rhigh)
containing 2/3 of the total number of measurement results is reached. The shifts of
the bounds have been expressed by the corresponding factors: lower compression
factor kmin � 1 for the lower bound of the mean count rate, Rlow  kminRmin, and
upper compression factor kmax � 1 for the upper bound of the mean count rate,
Rhigh  kmaxRmax. Here-in-after, these factors will be referred to as the compression
factors. In this way it was possible to express in a universal way the shrinking of
the initial ”window”, irrespective of the value of the mean count rate.

Each simulation run comprised 500 individual results of counting the number
of these results contained by the ”window”. The average value of these 500 indi-
vidual results was taken as the number of results contained by the current value of
the ”window”. If this number was higher than 334 (approximately two thirds of
500) the iterative procedure was continued until the average value of 10 successive
simulation runs (5000 results) gave 334 results within the narrowed ”window”. In
these 10 simulation runs no correction of the compression factors was applied. The
criterion ”2/3” was allowed to vary from 0.660 to 0.672, i.e. the results within
the range 330-336 were acceptable. The tolerance of the numbers indicating the
position of the narrowed ”window” within the initial ”window” was 	 5%.

The values of the compression factors corresponding to this sequence of 10
successive runs, satisfying the above tolerances, are taken for kmin and kmax. This
process was done for each (NT � m) pair indicated in Table 1. The corresponding

1Some of the runs have been repeated by using MATLAB [6] package. The expected good
agreement of the corresponding results was obtained
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calculations resulted in the values of the compression factors presented in Table 1.
The compression factors of Table 1 and a measured value of the mean count

rate specify the error estimate, i.e. the narrowed ”window” (Rlow � Rhigh), for the
specified mesh of pairs

�
NT � m � .

Table 1. The compression factors.

m 0.25 0.5 0.75 1.00 1.25 1.5
NT

� 12
kmin 1.0452 1.146 1.246 1.369 1.496 1.65
kmax 0.9932 0.939 0.876 0.8123 0.741 0.66

NT
� 18

kmin 1.04414 1.1240 1.2218 1.311 1.4249 1.54
kmax 0.99330 0.9440 0.896 0.838 0.7892 0.726

NT
� 25

kmin 1.0417 1.115 1.191 1.272 1.368 1.468
kmax 0.9933 0.950 0.910 0.863 0.820 0.771

NT
� 36

kmin 1.03941 1.0982 1.16214 1.236 1.311 1.393
kmax 0.9934 0.9578 0.922202 0.881 0.8484 0.813

NT
� 50

kmin 1.039 1.090 1.143 1.205 1.275 1.330
kmax 0.994 0.961 0.929 0.900 0.870 0.835

NT
� 100

kmin 1.0290 1.0658 1.1065 1.1466 1.1910 1.238
kmax 0.994 0.9692 0.9473 0.9242 0.9025 0.881

NT
� 150

kmin 1.01976 1.04786 1.088 1.1228 1.157 1.195
kmax 0.99432 0.97434 0.956 0.9395 0.918 0.90

It can be noticed that for a given preset count NT the values of both compres-
sion factors approach unity as the value of the modification parameter m decreases.
In other words, given an NT , for small values of m the bounds determining the er-
ror of the modified algorithm approach the boundaries of the initial ”window”. On
the other hand, as the value of m increases, the compression factors become in-
creasingly different from unity, i.e. the error estimate becomes noticeably smaller
compared to that corresponding to the boundaries of the initial ”window”.

Another characteristic of the data in Table 1 may be of interest. Namely for
small values of m the corresponding distributions of the results become very nar-
row and sharp edged. In order to fulfill the criterion 2/3 of the measurement results
the compression factors have to be calculated very precisely even though only the
first two-three digits to the right of the decimal point essentially determine the error
estimate. As NT increases this property becomes even more pronounced. The com-
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pression coefficients presented in Table 1 have been calculated with the precision
indicated in Table 1 and they are used as true values in the applied interpolation
scheme. On the other hand, for small values of NT and/or large values of m, the
precision of the compression factors calculations need not be very high because the
edges of the corresponding distribution of the measurement results are now rela-
tively slowly varying.

For the purpose of determining the dependencies of the values of the com-
pression factors on NT , for a selected set of modification parameter values m, the
simplest, piecewise-linear approximation has been used. The illustrations of these
dependencies are shown in Figs. 2(a) and 2(b). The NT values in Table 1 have been
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Fig. 2. (a) The lower compression factor as function of preset count NT for the indicated set of
modification parameters m. (b) The upper compression factor as function of preset count NT for the
indicated set of modification parameters m.

selected bearing in mind that the application of the modified algorithm invariably
leads to smaller values of NT compared to those of the traditional preset count algo-
rithm, given a measurement accuracy. For this reason values like NT  12, 18 or 25
are far more likely to be used than 100 or 150. Therefore, the density of the mesh
of the selected (m � NT ) pairs is much higher for small values of NT . By applying
the above linear interpolation scheme the error estimate for any NT from 12 to 150
has been calculated for the presented set of values of m.

The data presented in Table 1 can also be used to determine the dependencies
of the values of the compression factors on m, for the selected set of values of
NT . Again applying the piecewiselinear approximation these dependencies are il-
lustrated in Figs. 3(a) and 3(b). By combining the results presented in Figs. 2 and
3 it is possible to calculate the error estimate of the modified preset count rateme-
ter algorithm for any combination (m � NT ) covered by Table 1 as soon as the mean
count rate is measured.

From the data obtained by combining Table 1 and the corresponding interpola-
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Fig. 3. (a) The lower compression factor as function of the modification parameter m for the indicated
set of preset counts NT . (b) The upper compression factor as function of the modification parameter
m for the indicated set of preset counts NT .

tion schemes for any m, NT pair one can calculate the lower and upper bounds of the
narrowed ”window” of the mean count rate containing 2/3 of the measurement re-
sults, Rlow  kmin 
 tb and Rhigh  kmax 
 ta. The corresponding measurement error is
now calculated as the pair of fractional standard deviations � ∆R 
 R  �

R � Rlow � 
 R
and � ∆R 
 R  �

Rhigh
� R � 
 R, where R is the measured mean count rate.

5 Conclusions

The error estimate of the modified preset count ratemeter algorithm is defined as
the range of count rates around the measured count rate containing 2/3 of the mea-
surement results. This definition is fully equivalent to the error of the traditional
preset count ratemeter algorithm, 	 1 
 � presetcount since it covers the range of
mean count rates containing 2/3 of the measurement results.

By using data presented in this article an experimenter, after selecting the factor
of limitation of statistical fluctuations, i.e. modification parameter m, and preset
count NT , may calculate the corresponding error estimate as soon as the mean count
rate is measured. The analysis of measured data by the experimenter in order to
establish measurement accuracy is no longer required.
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