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SER.: ELEC. ENERG. vol. 17, April 2004, 21-32

Variable Step-Size LMS Adaptive Filters for CDMA
Multiuser Detection

Karen Egiazarian, Pauli Kuosmanen,
and Radu Ciprian Bilcu

Abstract: Due to its simplicity the adaptive Least Mean Square (LMS) algorithm is
widely used in Code-Division Multiple access (CDMA) detectors. However its con-
vergence speed is highly dependent on the eigenvalue spread of the input covariance
matrix. For highly correlated inputs the LMS algorithm has a slow convergence which
require long training sequences and therefore low transmission speeds. Another draw-
back of the LMS is the trade-off between convergence speed and steady-state error
since both are controlled by the same parameter, the step-size. In order to eliminate
these drawbacks, the class of Variable Step-Size LMS (VSSLMS) algorithms was in-
troduced. In this paper, we study the behavior of some algorithms belonging to the
class of VSSLMS for training based multiuser detection in a CDMA system. We show
that the proposed Complementary Pair Variable Step-Size LMS algorithms highly in-
crease the speed of convergence while reducing the trade-off between the convergence
speed and the output error.

Keywords: Code-division multiple access, adaptive filters, least mean square, vari-
able step-size.

1 Introduction

Code-Division Multiple-Access (CDMA) using the direct-sequence (DS) spread-
spectrum signaling has gained increased interest for application in telecommuni-
cation systems. Some of the main advantages of the DS/CDMA technique are:
the ability of asynchronous operation, a better channel usage compared with other
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techniques that allow a single user to be transmitted over the channel at a certain
time and their ability to operate in the presence of narrow band communication
systems. When a given user is demodulated in a DS/CDMA system, two types of
interferences must be minimized, namely the wide band multiple access interfer-
ence (MAI) and the Narrow Band Interference (NBI), as well as, the channel noise.
The MAI is caused by other spread spectrum users into the channel while the NBI
interference is caused by other conventional communication systems.

Among other demodulation techniques, the adaptive methods has been success-
fully applied to reduce both the MAI and NBI interferences in DS/CDMA systems.
When the spreading code and the channel parameters of the desired user are known
or can be estimated, the blind adaptive detectors can be easily used [1]- [7], whereas
in absence of these information the trained based implementations are preferred [8]-
[10].

In the case of the trained based systems a known training sequence is trans-
mitted which is used to tune the coefficients of the adaptive filter before the actual
data is send. The well known adaptive algorithm used in both blind and training
based demodulators is the Least Mean Square algorithm which has the advantage
of having a simple implementation and low computational complexity. However,
the main disadvantages of the LMS algorithm are its slow convergence when oper-
ate with highly correlated input signals and the tradeoff between the convergence
speed and the output error [12]. In order to reduce these disadvantages many of
its variants where introduced in the open literature, such as, the class of Variable
Step-Size LMS (VSSLMS) algorithms [13]- [15].

In this paper, we analyze the behavior of different VSSLMS adaptive algo-
rithms for the problem of multiuser detection in synchronous CDMA systems. We
show, by means of simulations, that the Complementary Variable Step-Size LMS
(CPVSLMS) adaptive algorithm proposed by the authors in [15] possess a faster
convergence speed than other known algorithms, while reducing or eliminating the
tradeoff between convergence speed and steady-state output error.

The paper is organized as follows: in Section 2 the DS/CDMA signal model
is summarized and the adaptive trained based single user detector using the LMS
adaptive filter is shortly reviewed, in Section 3 some variable step-sizes adaptive
algorithms are described, the simulation results are presented in Section 4 and Sec-
tion 5 concludes the paper.

2 Theoretical Considerations

For the sake of simplicity we consider a synchronous CDMA system in which a
number of K users transmit over a single-path time-invariant channel. The process-
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ing gain is denoted by N, the attenuation of each user data are denoted by ak and
the data symbols transmitted by all users are aligned in time. The received signal
sampled at chip rate can be written in vector form as follows:

r
�
n ��� SAd

�
n ��� v

�
n ��� (1)

where the jth column of S represents the received spreading code of the jth user,
the vector d

�
n ���
	 d1

�
n ��������� dK

�
n ��
 T contains the data symbols transmitted by all

users at the time instant n, the N � 1 vector v is the sampled channel noise and the
K � K matrix A is given by:

A �
���
� a1 0 0 ����� 0

0 a2 0 ����� 0�����������������������������
0 0 0 ����� aK

����
�

Assuming that the desired user is user 1, a block diagram of a trained based
detector using the standard LMS adaptive algorithm is depicted in Fig. 1, where
r
�
n � is the input vector described in Eq. (1), ĥ

�
n ����� ĥ1

�
n ����������� ĥN

�
n ��� T

is the N � 1
vector containing the coefficients of the demodulator, d1

�
n � is the known desired

sequence that is the same as the data sequence transmitted by the user 1 and e
�
n � is

the output error.

r(n)
h(n)

e(n)

+
−

y(n)

d  (n)1

Fig. 1. Block diagram of an adaptive detector using the LMS algorithm.

The LMS adaptive algorithm used to train the coefficients of the adaptive filter
ĥ
�
n � can be described by the following steps:

1. Compute the output of the adaptive filter ĥ
�
n � :

y
�
n ��� ĥT � n � r � n � � N

∑
i ! 1

ĥi
�
n � ri

�
n ��� (2)

where ri
�
n � is the ith element of the vector r

�
n � in Eq. (1).
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2. Compute the output error:

e
�
n � � d1

�
n ��" y

�
n ��� (3)

3. Update the coefficients of the adaptive demodulator:

ĥ
�
n � 1 �#� ĥ

�
n ��� µe

�
n � r � n ��� (4)

where µ is a constant parameter called step-size, which controlls the steady-
state error and the convergence speed.

For the training based detector the convergence speed is governed by the eigen-
value spread of the input autocorrelation matrix defined as:

R � E � r � n � rT � n � � � E � SAd
�
n � dT � n � AT ST � � E � v � n � vT � n � � � (5)

where E 	%$&
 represents the expected value of the quantity inside the squared brackets
and we have assumed that the elements of the vector v are random zero-mean and
independent from S, A and d

�
n � .

It is clear from Eq. (5) that the eigenvalue spread of the input autocorrelation
matrix R can be far from unity and an adaptive demodulator using the standard
LMS algorithm will have a very slow convergence. Since in the case of training
based detectors, during the adaptation period no data sequences can be transmit-
ted this slow convergence will decrease also the transmission rate. Therefore, in
practical applications, the convergence speed of the detector has to be increased
while maintaining a small steady-state error. Besides a slow convergence, the stan-
dard LMS algorithm has also the disadvantage of a trade-off between speed and
steady-state output error. Indeed from Eq. (4) we can see that in order to obtain a
small steady-state error, one has to chose a small step-size, but a small value of µ
decreases the speed of convergence of the algorithm.

3 Variable Step-Size Least Mean Square Algorithm

In order to improve the performances of the LMS algorithm, the class of VSSLMS
algorithms was introduced. In this paper, we analyze and compare the behavior
of three algorithms belonging to this class. The comparison is done in terms of
convergence speed, computational complexity and memory load.

The first compared algorithm is the Variable Step-Size LMS algorithm intro-
duced in [13]. This algorithm uses a time-variable step-size in Eq. (4) which is
adjusted as follows:

µ ' � n � 1 �#� αµ
�
n �(� γe2 � n ��� (6)
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where α and γ are two positive constant parameters, e
�
n � is the output error at time

instant n and

µ
�
n � 1 �#�*)+-, µmax if µ ' � n � 1 ��. µmax

µmin if µ ' � n � 1 ��/ µmin
µ ' � n � 1 � otherwise

(7)

µmin and µmax being the minimum and respectively the maximum values allowed
for the step-size.

In [13] the transient and steady-state analysis of the VSSLMS is given and
the theoretical missadjustment is derived for both stationary and non-stationary
cases. However, from the analysis presented in [13] the value of the missadjustment
and the convergence speed depend on both coefficients α and γ . Therefore, we
can conclude that the VSSLMS increases the convergence speed but still has the
drawback between a fast convergence and a small steady-state error.

Another adaptive algorithm with time-varying step-size was introduced in [14]
in order to improve the performances of the VSSLMS algorithm from [13] at the
steady-state. The step-size update of the Robust Variable Step-Size LMS algorithm
of [14] is described by the following equations:

µ ' � n � 1 �#� αµ
�
n �(� γ p2 � n ��� (8)

µ
�
n � 1 �#�*)+ , µmax if µ ' � n � 1 ��. µmax

µmin if µ ' � n � 1 ��/ µmin
µ ' � n � 1 � otherwise

(9)

where

p
�
n �0� β p

�
n " 1 �(� �

1 " β � e � n � e � n " 1 ��� (10)

Using an approximation of the error autocorrelation p
�
n � in the step-size up-

date, the influence of the measurement noise is reduced and the algorithm performs
better at the steady-state. However, also in the case of this algorithm the steady-
state missadjustment depend on all three parameters (α , β and γ), so the depen-
dence between the convergence speed and the steady-state error still exist.

In order to eliminate the dependence between the convergence speed and the
steady-state error and in the same time to speed up the convergence, a new algo-
rithm was introduced by the authors [15]. The new algorithm called Complemen-
tary Pair Variable Step-Size LMS uses two adaptive filters that works in parallel as
shown in Fig. 2. In this figure r

�
n � is the N � 1 input vector that is common for
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both adaptive filters, ĥ1
�
n � and ĥ2

�
n � are two N � 1 vectors containing the coeffi-

cients of the accuracy and speed mode filter respectively, e1
�
n � , e2

�
n � , y1

�
n � and

y2
�
n � are the output errors and the output sequences of the adaptive filters and d1

�
n �

is the known transmitted sequence of the first user (we assume that the user 1 is the
user of interest).

1h  (n)

h  (n)
2

r(n) − +

− +

y  (n)
1

y  (n)
2

2

e  (n)

e  (n)

1

d  (n)1

Fig. 2. Block diagram of the CPVSLMS.

The speed mode filter ĥ2
�
n � uses an adaptive LMS algorithm with fixed and

large step-size µ2 � µmax, while the filter ĥ1
�
n � uses a variable step-size µ1

�
n � .

The speed mode filter is used in our algorithm just to speed-up the convergence.
The accuracy mode filter ĥ1

�
n � is the filter of interest and from its output sequence

the transmitted data is reconstructed. The CPVSLMS algorithm is described by the
following steps:

1. Compute the output sequences and the output errors:

y1
�
n ��� ĥ1

�
n � r � n ���

y2
�
n ��� ĥ2

�
n � r � n ���

e1
�
n ��� d1

�
n ��" y1

�
n ���

e2
�
n ��� d1

�
n ��" y2

�
n � (11)

2. Update the coefficients of the speed mode filter:

ĥ2
�
n � 1 �0� ĥ2

�
n �(� µmaxe2

�
n � r � n ��� (12)

3. Update the coefficients of the accuracy mode filter:

ĥ1
�
n � 1 �1� )222+ 222

, ĥ2
�
n � 1 ��� if )+-, n

∑
i ! n 3 T 4 1

e2
2
�
i ��/ n

∑
i ! n 3 T 4 1

e2
1
�
i �

and n � T � 2T �������
ĥ1
�
n �(� µ1

�
n � e1

�
n � X � n ��� otherwise

(13)
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4. Update the step-size of the accuracy mode filter:

µ1
�
n � 1 �#�

)222222222+ 222222222
,

µ1
�
n ��� µmax

2
� if )+ , n

∑
i ! n 3 T 4 1

e2
2
�
i ��/ n

∑
i ! n 3 T 4 1

e2
1
�
i �

and n � T � 2T �������
max 5 αµ1

�
n ��� µmin 6 � if )+ , n

∑
i ! n 3 T 4 1

e2
2
�
i ��7 n

∑
i ! n 3 T 4 1

e2
1
�
i �

and n � T � 2T �������
µ1
�
n ��� otherwise

(14)

where T and α 89	 0 � 1 
 are two constant parameters.
The behavior of the proposed CPVSLMS algorithm can be described as fol-

lows: during the training period the speed mode filter performs similar as an adap-
tive filter with fixed and large step-size. The accuracy mode filter performs also as
an adaptive filter with fixed step-size for a number of T consecutive iterations (test
interval of length T). At the end of the test interval, the sum of squared errors of the
speed mode filter and accuracy mode filter are computed. If the sum of the squared
error of the accuracy mode filter is larger than the sum of squared error of the speed
mode filter, it means that the speed mode filter performed better that the accuracy
mode filter during the last T iterations and it is closer to the Wiener solution. So,
in this case the coefficients of the accuracy mode filter are updated with the coeffi-
cients of the speed mode filter (because they are closer to the Wiener solution) and
also the step-size is increased (since a larger step-size had a better behavior). This
situation appears at early stages of the adaptation when both adaptive filters are
far from the optimum. When the speed mode filter is near its steady-state its sum
of squared error will be larger that the sum of squared error of the accuracy mode
filter (larger step-size means larger steady-state MSE) and in this case the step-size
of the accuracy mode filter is decreased in order to obtain the desired steady-state
missadjustment. The value of the step-size µ1

�
n � at the steady-state will be equal

(or very close) to µmin.
This operation of the CPVSLMS increases the convergence speed by increasing

the step-size µ1
�
n � when the adaptive filters are far from the optimum. Also the

trade-off between the steady-state error and convergence speed is eliminated since
the missadjustment of the accuracy mode filter will be given only by the value of
µmin. In the case of CPVSLMS algorithm there are some fixed parameters that has
to be chosen by the user. The first parameter that controls the adaptation of the step-
size and the convergence speed is α . For a small value of α , the step-size µ1

�
n �

is decreased too fast and the convergence of the algorithm is decreased. Therefore,
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we have used α � 0 � 9 that gives good results in all our experiments. The length
of the test interval T also controls the convergence speed of the algorithm. If T
is chosen to be too large then the adaptation of the step-size of the accuracy mode
filter is lost. For very large values of T the speed mode filter might converge inside
the test interval and the step-size µ1

�
n � is not enough increased. In this case, the

speed of convergence will be very low. If T is too small, the step-size µ1
�
n � will

have large variations at the steady-state (even at the steady-state for a very small
number of consecutive iterations the speed mode filter might have smaller error).
In all our experiments we have used T � 50 and we have obtained good results.
The parameter µmax, must be chosen close to the stability limit in order to have a
fast convergence. The steady-state value of µ1

�
n � will be equal with µmin (or very

close to it) so µmin will control the level of the steady-state missadjustment.

Table 1. Computational complexity and memory load for the compared algorithms.

Algorithm Mult. and Div. Add. and Sub. Memory load

LMS 2N+1 2N 2N+4

CPVSLMS 4N+5 4N+5 3N+10

VSSLMS 2N+4 2N+1 2N+6

RVSSLMS 2N+9 2N+3 2N+9
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Fig. 3. Output Mean Square Error for the LMS
with µmin : 3 ; 10 < 4 .
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Fig. 4. Output Mean Square Error for the LMS
with µmax : 3 ; 10 < 3 .

In Table 1 the computational complexity and memory load (the number of
memory locations needed to store the variables and the parameters) of the com-
pared algorithms are given. From this table we can see that the computational
complexity and memory load of the proposed CPVSLMS algorithm are almost
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double compared with the other algorithms. However the benefit of the proposed
algorithm the increased convergence speed and the fact that the dependence be-
tween the speed of convergence and the steady-state error is eliminated. Indeed the
steady-state missadjustment of the CPVSLMS is given by its steady-state step-size
which is µ1

�
∞ �=� µmin whereas the speed of convergence can be tuned by chosen

the other parameters such as α , µmax and T . In the case of VSSLMS and RVSSLMS
the equations that gives the values of the parameters, provided in [13] and [14] are
sometimes difficult to be used.

Table 2. Mean Square Error and the parameters for the compared algorithms.

Algorithm Parameters Steady-State MSE (dB)

LMS µmin : 3 ; 10 < 4 > 17 ? 4256
LMS µmax : 3 ; 10 < 3 > 14 ? 0252

CPVSLMS µmin : 3 ; 10 < 4 @ µ2 : 3 ; 10 < 3 @ α : 0 ? 9 @
T : 50

> 17 ? 4251

VSSLMS µmin : 3 ; 10 < 4 @ µmax : 3 ; 10 < 3 @ α : 0 ? 9 @
γ : 0 ? 002

> 17 ? 2241

RVSSLMS µmin : 3 ; 10 < 4 @ µmax : 3 ; 10 < 3 @ α : 0 ? 97 @
β : 0 ? 99 γ : 2

> 17 ? 2643

4 Simulations and Results

In this section, computer simulations showing the performances of the
CPVSLMS algorithm are presented. The CPVSLMS is compared with the LMS
with fixed step-size, VSSLMS of [13] and MVSS of [14] in CDMA multiuser de-
tection framework.

The signal model is given in Eq. (1), the number of users was K � 4 with the
first user being the user of interest. The attenuation of the first user was 10 dB below
the attenuation of the other three users. The spreading codes were chosen from a
set of Gold sequences of length N � 31, the channel noise v

�
n � was white Gaussian

with zero mean and variance σ 2
v � 10 3 2. The transmitted data (the elements of the

vector d
�
n � in (1)) were equiprobable bipolar sequences with values in A(" 1 ��� 1 B .

The parameters of all the tested algorithms are presented in Table 2 together
with the corresponding values of the steady-state missadjustments. The learning
curves (the value of the Mean Square Error during the adaptation) for all algorithms
are presented in Fig. 3, Fig. 4, Fig. 5, Fig. 6 and Fig. 7. These results
were obtained by averaging a number of 100 Monte-Carlo simulations of length
4 � 104 iterations. From these figures, we can see, that the CPVSLMS has faster
convergence compared with the VSSLMS, RVSSLMS and the LMS having a small
step-size while their steady-state MSE were comparable.



30 K. Egiazarian, P. Kuosmanen and R. C. Bilcu:

0 500 1000 1500 2000 2500 3000 3500 4000
−20

−15

−10

−5

0

5

Iterations

M
SE

 (d
B

)

Step−Size behaviour of the CPVSLMS

Fig. 5. Output Mean Square Error for
CPVSSLMS.
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Fig. 6. Output Mean Square Error for VSSLMS.
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Fig. 7. Output Mean Square Error for RVSSLMS.
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Fig. 8. Step-Size behavior for CPVSSLMS.

In order to have a more clear insight of the behavior of the compared algorithms
in Fig. 8, Fig. 9 and Fig. 10 the expected value of the step-size during the
adaptation for the CPVSLMS, VSSLMS and RVSSLMS respectively are plotted.
From these figures, we can see, that the step-size of the CPVSLMS algorithm has
the smallest variations at the steady-state and also its value is very close to µmin �
3 � 10 3 4. These results proofs our theoretical considerations that the steady-state
missadjustment of the CPVSLMS is given by µmin.

5 Conclusion

In this paper, we have compared the behavior of three different Variable Step-Size
LMS adaptive algorithms for the problem of multiuser detection in DS/CDMA
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Fig. 9. Step-Size behavior for VSSLMS.
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Fig. 10. Step-Size behavior for RVSSLMS.

systems. All the compared algorithms uses a time-variable step-size adapted by
the output error to increase the adaptation speed. While two of the algorithms
have smaller computational complexity and memory load they still suffer from the
fact that their steady-state error and the speed of convergence depend on the same
parameters. More that that, the equations used to compute the parameters of the
VSSLMS and RVSSLMS are sometimes difficult to be used. The Complementary
Pair Variable Step-Size LMS algorithm introduced by the authors in [15], although
has an increased computational complexity and memory load, it has better speed
performance and more simple parameters setup which are very important in prac-
tical applications.
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