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Abstract. Current research into classification methods is almost exclusively software based, 

resulting in systems that perform well but are invariably slow when faced with large 

databases. The goal is therefore to create a hardware classification system that is much 

faster. In this paper, we introduce the concept of template matching logic and propose the 

use of a standard flash memory cell array to perform bit by bit template matching. The 

proposed system is based on a novel architecture that is unique and separate from existing 

architectures that make use of flash memory cell arrays. Verification is achieved by speech 

recognition simulations on the TIMIT database. Simulations of the system show results of 

94.5 % recognition accuracy on clean words and 88.0 % recognition accuracy on test words 

with a signal-to-noise ratio of 5 dB. The results compare favorably to similar isolated word 

recognition tasks performed with software based methods. 
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1. INTRODUCTION 

Data classification problems arise in many forms: speech and face recognition, pattern 
recognition, medical diagnoses, etc. Software based approaches to these problems can 
obtain good accuracies, however, they are invariably slow-constrained by the speed of the 
operating systems that they run on. Hardware based classification systems remove these 
constraints; they are often able to obtain the same results as the software based systems at 
a much faster speed. An example of a hardware based classification system is a hardware 
implementation of artificial neural networks (ANNs). Hardware implementations of 
ANNs combine memory storage and data processing in a non-Von Neumann architecture. 

The high number of connections and large cell sizes required by ANNs severely limit 
the size of the network that can be built in hardware and by extension also limit the func-
tional complexity of the ANN. The limited functional complexity can be illustrated by 
examples of analogue implementation of ANNs, which have been the most significant 
approach to developing hardware-based intelligent systems [1]-[8]. Horio et al [8] have 
demonstrated a neuron chip containing only five neurons. Dede and Sazli [9] have used a 
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multilayer perceptron ANN to create a speech recognition system, using 50 neurons in 
just the two hidden layers. Given the current technology available, a hardware imple-
mentation of an ANN-based speech recognition is not a realistic option. 

Template matching is the most fundamental and generic classification technique. Re-
cent research into template matching has shown good results for face recognition [10]. It 
has been shown that template matching is very robust and applicable to different prob-
lems that arise from natural variability, such as the presence of occlusions in the case of 
face recognition and noise in the case of speech recognition. It is this ability to handle 
unpredictable changes in the environment that makes template matching so useful for 
real-world applications. Further, template matching closely matches the use of the synap-
tic memory of the brain. 

Speech recognition presents a difficult problem. Current research is focused on hid-
den Markov models (HMMs) and ANNs [9], [11]-[13]. Both the HMM and ANN ap-
proaches to speech recognition are complex software-based systems that are slow and 
require a lot of processing power. Han et al [14], [15] have demonstrated that a software-
based speech recognition system can be implemented in hardware. However this ap-
proach is not ideal in terms of maximized performance of the utilized hardware. A more 
effective approach is to design the system from basic hardware principles. 

In this paper, we propose a new concept of template matching logic (TML) where a single 
input bit is compared to a memorized template bit to produce a single output bit. We also pro-
pose the implementation of TML using a standard flash memory cell and create a hardware 
template matching system using a standard flash-memory cell array. The proposed hardware 
template matching system is verified on a speech recognition task by computer simulations of 
a word-recognition problem on the standard TIMIT database. Speech recognition was chosen 
to evaluate the proposed system because it is known as a difficult task that requires complex 
computations when the standard speech-recognition approaches are applied. 

2. PROPOSED SYSTEM DESIGN 

Template matching is the most fundamental classification technique, and has been 
proved successful in software implementations. However, template matching requires a 
large number of memorized templates to perform well on difficult tasks, which can 
considerably slow down the recognition process. To address the problem of speed, to 
enable portable applications, and to enable improvement in the recognition rates by 
increasing the number of memorized templates, we propose a hardware implementation 
of the template matching method. 

Flash-memory technology is the dominant semiconductor-based technology for 
nonvolatile memories and is used in a variety of consumer products, such as mobile phones, 
photo cameras, video cameras, music players, etc. In all these applications, the flash-
memory technology is used in either NAND or NOR configuration of memory arrays. The 
hardware template matching system, proposed in this paper, utilizes the standard flash 
memory cell as found in the NOR memory arrays but its use is novel and different from 
both NAND and NOR configurations. The fundamental difference is in the proposed use of 
the standard flash-memory cell as both a processing and a memory unit, which departs from 
the Von Neumann architecture that limits the role of memory units to data storage. 

Using the principles shown in this paper, as well as standard circuit design, a trained 
engineer will be able to design a complete system for any pattern recognition problem. 
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2.1. Template matching logic 

The core of the hardware implementation of template matching is the use of a single 
memory cell, such as the cell in a flash memory cell array, at the level of a single bit-we 
refer to this as template matching logic (TML). TML is a new type of architecture, one 
that is not related to either NAND or NOR architectures. This section describes in detail 
the flash implementation of TML. 

Table 1 shows that conceptually TML is similar to a logical AND operation, however, 
TML has only a single input, while the second bit used for comparison is memorized in 
the TML unit. 

Table 1 The truth table for a single bit TML  

Input Memorized template bit Output 

1 1 1 

1 0 0 

0 0 0 

0 1 0 

Table 2 shows how the transfer characteristic of a standard flash memory cell (both 

erased and programmed states are shown in Fig. 1) can be utilized to implement TML. 

Initially the flash cell is in the erased state, so when the control-gate voltage (VCG) is set 

high (VH) the current through the bit line (IBIT) is high (IH), which corresponds to an 

output of 1. If the cell is in its programmed state and VCG is set at VH, the current IBIT is 

low (IL), which corresponds to an output of 0. If VCG is set low (VL), the current IBIT is low 

(IL) and the output remains 0, irrespective of the cell state. 

Table 2 Flash-cell implementation of TML  

Input (VCG) Memorized bit (cell state) Output (IBIT) 
1  VH 1  Erased   1   IH 

1  VH 0  Programmed 0   IL 

0  VL 0  Programmed 0   IL 

0  VL 1 Erased 0   IL 

  

Fig. 1 Transfer characteristics of a cell in a standard flash memory cell array 
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2.2. Template similarity score 

Each classification task will use templates of different sizes, depending on the task 

and the feature extraction method used. The example in Table 3 is with template vectors 

of length equal to four elements. Applying element-by-element TML, the elements in the 

vector of the input template (P) are compared to the elements in the vector of the 

memorized template (T), resulting in the output vector O. Mathematically, each element 

in vector O is given by the multiplication of the corresponding elements in P and T 

(Oi = Pi  Ti : i = 1, 2, 3, 4). The similarity score, SO, is obtained by adding up the 

elements in O (SO = 2 in the example shown in Table 3). 

Table 3 TML applied to specific example  

Input template Memorized template Output array 

   

Similarity score (SO) 

   ∑   
 
       ∑      

     

In hardware implementation, four flash cells are connected together into a flash-cell 

vector, as shown in Fig. 2. The template vector, T, is memorized in the flash-cell vector 

using the standard process for storing data. The voltage VBIT is applied to allow the cells 

in the vector to be turned on. A 0 element in Pi sets the voltage VCG-i to VL, whereas a 1 

element in Pi sets VCG-i to VH. If the cell is in the erased state (1) and VH is applied to the 

control gate, then the current IBIT-i = IH will flow to ground through the source line. 

Taking flash cell C2 as an example, the current IBIT-2 is given by the following equation: 

 IBIT-2 = IH  T2  P2 = IH (1) 

In the flash cell vector, it is only possible to measure the total current in the bit line 

(IBIT); it is not possible to measure the current running through a single flash cell. 

However, IBIT is the summation of all the currents flowing through all the flash cells 

connected to that particular bit line. Mathematically IBIT can be determined by the 

following equation: 

 
1

N

BIT H i i
i

I I T P


    (2) 

where N is the number of elements in the flash-cell vector. Plugging in the values for 

templates T and P, for the example shown in Table 3, into Eq. 2 gives IBIT  = 2IH. The 

similarity score can then be obtained as the normalized current IBIT: 

 BIT

H

I
S

I

  (3) 

Because IBIT = 2IH in the considered example, the similarity score is S = 2, which 

corresponds to the value in Table 3.  
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Fig. 2 Flash-cell vector 

2.3. Multiple template comparison 

The flash memory cell array shown in Fig. 3 is used to compare the input template to 

multiple memorized templates simultaneously. The system performs at its peak with the 

templates each memorized on a separate bit lines, allowing for the similarity scores to be 

calculated in parallel. If the employed feature extraction method produces a multiple di-

mensional template, the template is converted into a 1D vector by stacking the columns. 

That way, the input template can effectively be compared to all of the memorized templates 

in parallel, which represents a massive speed up over software based template-matching 

methods. The simultaneous comparison to many memorized templates will require a winner-

take-all circuit to compare the output currents of the bit lines (IBIT-1 to IBIT-M, where M is the 

number of memorized templates) and to uniquely identify the memorized template that 

resulted in the highest current. The identity of the bit line with the highest current is passed 

on to either a computer or a microchip for further processing, depending on the application. 

    

Fig. 3 Flash-cell array 
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2.4. Template digitization 

The majority of feature extraction methods produce templates with analog values. To 

enable the application of the binary version of TML, the analog templates have to be 

encoded into a binary format via the digitization process. Additionally, digitization ensures 

that each of the flash memory cells are either completely on ("1") or completely off ("0"), 

thereby circumventing problems that would otherwise arise due to process variations. 

A simple digitization process is shown graphically in Fig. 4. To explain this process, 

consider a single analog value, x, which is normalized to be within the range 0-1. The 

digitized binary vector that corresponds to this value will have B bits (B = 5 in Fig. 4). 

The elements of the digitized template are determined by the following equation: 

 
1, ( )

0,
k

x thres k
X

otherwise


 


 (4) 

where X is the digitized matrix, k is the index denoting the coding bit (k = 1, …, B), and 

thres is a vector containing the thresholds for each bit level: 

 ( )  for 1,2,...,
1

k
thres k k B

B
 


 (5) 

    

Fig. 4 Illustration of the digitization process converting each analogue value into a binary 

vector of length 5. The threshold for each bit in the vector is given by Eq. 5 (B = 5) 

When it is not practical to limit the range of the templates between 0 and 1, the 

thresholds used for each bit level can be increased by multiplying the thres vector with an 

appropriate scalar. 

The binary vectors resulting from Eq. 4 are stacked to create a 1D binary vector, as 

illustrated in Fig. 4. This binary vector can then either be memorized into the flash cell 

array or used as an input to the flash cell array and compared to the memorized template. 

If the vector is larger than what can be placed on a single array, then the vectors can 

be split up over several flash cell arrays and the output currents of the appropriate bit 

lines added up. 
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3. VERIFICATION OF THE PROPOSED SYSTEM BY COMPUTER SIMULATION 

Speech recognition is known as a difficult task, particularly when noise corrupts the 

input signal. We selected a word recognition task under noisy conditions to verify the 

proposed hardware implementation of template matching system by computer simulation.  

3.1. Database used for speech recognition 

The commonly used TIMIT database [16] was used for the verification. The TIMIT 

database is recorded in American English with 620 male and female speakers, speaking 

in eight different dialects. An analysis of the sentences generally used for speech recog-

nition in the TIMIT database revealed that while they contained over 7,000 unique words, 

very few of the words repeated often enough to be of use for a template matching recog-

nition task. Of those that did repeat often enough, most were very short, for example: a, 

in, the, etc. Using these words would be more indicative of phoneme recognition than 

word recognition due to their short duration. To avoid this problem the word recognition 

task was performed using sa1 and sa2 sentences that are usually reserved for speaker 

recognition studies. These sentences are: 

 She had your dark suit in greasy wash water all year. 

 Don't ask me to carry an oily rag like that. 

Outside of a laboratory it is very unlikely to find a noise free environment, therefore 

to provide a more realistic scenario the system is tested with varying amounts of white 

Gaussian noise added. Additionally, the introduction of noise to the speech signal makes 

the recognition problem harder and allows for a better comparison of different classifiers. 

The white Gaussian noise signal was created by an algorithm that generates pseudo-ran-

dom numbers according to the Gaussian distribution with the mean of zero and the stand-

ard deviation of one. The amplitude of the generated noise signal was then set so that the 

desired signal-to-noise ratio (SNR) was achieved on a sentence by sentence basis. 

3.2. Feature extraction 

The features were extracted using standard signal processing techniques to convert the 

input waveform into a Bark-scale spectrogram. The waveform was segmented into over-

lapping frames (25 ms in length with a 10 ms shift) and a Hamming window applied for 

analysis [17]. A discrete Fourier transform was applied to each frame, using 512 fre-

quency bins, and the frequency spectrum was re-scaled using a Bark scale filter bank 

[17]. This transform converts the speech waveform into 21 frequency "channels". Mean-

variance normalization was applied on the entire sentence using a moving-window filter 

of size [1 x 200 (2s)] [18]. The utterances were segmented into words using data provided 

in the TIMIT database. Zeros were inserted after each word to ensure every template was 

100 frames in length (1 second of speech). The 21 x 100 sized templates were digitized 

using the process described in section 2.4. The speech templates were digitized using 5, 

10 and 20 bits. 

Unique to speech recognition is that the length of the word can also be used for classi-

fication. The method that was used to enable comparisons of the word lengths is illus-

trated in Fig. 5. This method also enables the necessary normalization of the similarity 

score with respect to the word length. In this method, the match of 1 binary values in the 

input and memorized templates is added to a match of 0 binary values. This ensures that 
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the similarity score of a short word with a small number of matched 1 values is not con-

fused with a poor match of long words. To implement the additional matching of 0 val-

ues, both the input and the memorized templates are inverted. The inverted memorized 

template is stored in a flash-cell array, labeled by T' in Fig. 5. When the inverted input 

template (P' in Fig. 5) is compared to the inverted memorized template, output 1 values 

correspond to matched inverted 0 values in the input and memorized templates. 

    

Fig. 5 Illustration of the steps required to normalize the similarity score according to 

word length. By inverting the input and the memorized template, TML is used to 

count the number of matching zeros 

To reflect the addition of the inverted templates, Eq. 2 is changed as follows: 

             
 [        

    
 ] (6) 

where T' and P' are the inverted versions of templates T and P, respectively, and N is the 

number of binary elements in the templates. 

For each of the 21 unique words 468 templates are memorized for a total of 9,828 

memorized templates, with an additional 3,402 templates (for each SNR level) used as 

the input to test the proposed system. 

A hardware implementation of this speech recognition system would require that the 

feature extraction be implemented in software on either a computer or a microchip. This 

would in no way change the template-matching system proposed in this paper. 

3.3. Results and discussion 

Figure 6 shows that the proposed method performs well on a word recognition prob-

lem across various SNRs. At low SNRs (5 dB) the number of bits used for digitization 

has a greater impact on the recognition accuracy. This impact is diminished for the clean 

results. A side effect of increasing the number of bits for digitization is an increased 

number of memory cells required to store each template, therefore the number of bits 

used in digitization needs to be optimized based on the requirements of each application. 

Most of the accuracies in Fig. 6 are above 90 %. Frikha and Hamida [19] used a different 

classification method on a similar word recognition task on the TIMIT database (using 

just ten of the 21 words as classes for recognition). They reported a recognition accuracy 

of 98.99 % with a clean input and recognition accuracies of 77.13 %, 46.75 % and 

34.04 % for test inputs with white Gaussian noise at SNRs of 20dB, 10dB and 5dB, re-

spectively. While the clean results presented by Frikha and Hamida are higher than the 
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results of the method proposed here, all of the noisy results are significantly lower than 

the results of the proposed method. The results shown in Fig. 6 demonstrate that the pro-

posed method is robust to noise and would perform well in most real-life situations. 

    

Fig. 6 Recognition accuracies obtained by the TML approach with the Bark-scale 

spectrogram as the features 

To further compare the performance of the proposed hardware template matching 

system with that of software based classifiers, experiments were performed using dy-

namic time warping (DTW)
1
. Table 4 shows the recognition results using these two soft-

ware based classifiers. On a clean signal DTW performs better however a significant drop 

in recognition is seen with a decrease in SNR. The padded similarity method shows re-

sults that are similar to those of the proposed system. 

Table 4 Recognition results for isolated word recognition using software based classifiers  

SNR (dB) DTW 

Clean 97.08 

20 96.26 

10 90.87 

5 82.34 

The proposed template matching method is generic and is therefore capable of per-

forming well with other feature extraction methods. The standard set of features used in 

speech recognition are Mel-frequency cepstrum coefficients (MFCCs) [21]. Although 

MFCCs are not designed to work with a template matching method, we tested the appli-

cation of these features in the proposed system with a 10 bit digitization. The following 

recognition accuracies were obtained: 90.6 %, 85.4 %, 66.4 % and 49.8 % on clean, 

20 dB, 10 dB, and 5 dB input signals, respectively. The wide range of features that can be 

used with TML allows for TML to be used in many different applications. 

                                                           
1 The DTW method used is from ref. [20] and the MATLAB code is available for download from 
http://labrosa.ee.columbia.edu/matlab/dtw/. 
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4. SYSTEM-APPLICATION DISCUSSION 

The proposed hardware template matching system has many advantages over a soft-

ware-based systems. The most important advantage is the speed of classification. Tasks 

that require several minutes or hours to complete using a software based system can be 

accomplished by the proposed system in fractions of a second, which means that these 

tasks can be performed in real time. The system allows for large databases to be pro-

cessed at a speed that cannot be matched with a software based system. Another ad-

vantage is the reduced cost associated with building the proposed system as it is built on 

existing technology and does not require state of the art CPUs to perform well. A cheap, 

malleable, and fast speech recognition system can be coupled with a mobile phone to 

create user specific commands for mobile banking or other mobile services even if the 

user is not a native English speaker. The ability of the system to be programmed with 

new templates allows for new users to be added or old users removed. Additionally the 

system can be coupled with everyday objects to give them the ability to understand 

speech, either in single-user or multiple-user applications. 

The proposed template matching system is not limited to speech recognition. Almost 

any type of template can be used in this system to create a fast and accurate classification 

system. The system can be used for face recognition applications to identify people in 

very large databases, very quickly. The inclusion of a threshold on the similarity score 

can create a verification system that can be used for security applications. It is also possi-

ble to perform medical diagnoses based on templates. X-rays can be compared either to 

past X-rays from the same patient or other patients in order to diagnose a problem. 3D 

MRI data can also be processed quickly and the similarity score can quantify the changes. 

The templates can also be finger prints or DNA, both of which require large databases for 

a good match. 

The intrinsic speed of the proposed system can be utilized in many different ways. All 

these possible applications provide avenues to move computing technology beyond 

Moore's law and to reduce its reliance on slow software based systems. 

5. CONCLUSION 

In this paper, we propose a new concept called template-matching logic, and a method 

to implement it in a standard flash memory cell array. The proposed implementation of 

template matching in hardware enables complex classification tasks to be performed 

much faster in comparison to the existing software-based systems. The hardware system 

outlined in this paper can be designed by trained engineers in order to utilize the pro-

posed method in a specific application. The proposed method was applied to a word 

recognition task to enable simulation-based verification on a standard speech-recognition 

database. The results demonstrate robust performance of the proposed system with differ-

ent features and under various signal-to-noise ratios. 
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