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FAULT-TOLERANT ASIC: DESIGN AND IMPLEMENTATION
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Abstract. The paper presents fault-tolerant CMOS ASICs which are immune to the 

single event upsets (SEU), the single event transients (SET), and the single event 

latchup (SEL). Triple and double modular redundant (TMR and DMR) circuits and 

SEL protection switches (SPS) make the base for a modified fault-tolerant ASIC design 

flow. The proposed design flow requires the standard design automation tools and a 

few additional steps during logic synthesis and layout generation. An extra step is 

necessary to generate the redundant design net-list including voters. Other two extra 

steps (definition of the redundant power domains and placement of the SPS) have to be 

performed in the layout phase. The concept has been proven by design and implementation of 

the two digital circuits: shift-register and synchronous counter. 
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1. INTRODUCTION 

Malfunctions of electronic devices due to the single event effects, being an effect of 

radiation, are observed not only in cosmic and airborne equipment, but also in mainstream 

applications. Together with the progressing integration and scaling of the electronic chips 

their susceptibility to errors increases. The current space microelectronics development 

and high energy physics research require shorter design time and cheaper solutions for the 

radiation and fault tolerant ASIC designs [1], [2], and [3]. The main idea is to provide 

ASICs capable of correct and reliable functioning in the radiation environment using the 

standard semiconductor technologies and design flow. Therefore, the design of the ad-

vanced fault-tolerant digital integrated circuits needs scientific research and progress con-

cerning three important aspects: 

1. Analysis of irradiation effects and circuit faults. 

2. Development of fault models and simulation test benches. 

3. Design of fault-tolerant circuits and systems. 

Definition and description of the basic irradiation effects and fault mechanisms can be 

found in literature [4], [5], and [6]. The thesis referenced in [7] provides an overview of 

different radiation environments and investigates interaction mechanisms between ener-
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getic particles and the matter. It also introduces a new semi-empirical model for estimat-

ing the electronic stopping force of heavy ions in solids. The most common irradiation 

effect is a single event effect (SEE) induced by a cosmic particle strike. Three common 

types of SEE are known: single event upset (SEU), single event transient (SET) and single 

event latchup (SEL). A single event upset causes the change of state in a storage element. 

It affects the memory cells and sequential logic. A single effect transient causes a short 

impulse at the combinational logic output. The wrong logic state will propagate in case 

that it appears during the active clock edge. On the other hand, a single event latchup 

causes the excessive current flow through a parasitic bipolar structure in CMOS circuits 

(see [8], [9], [10], and [11]). We can clearly separate the known SEU, SET, and SEL 

fault-tolerant techniques into the two categories: circuit level techniques [12] (hardened-

cell design [13], triple modular redundancy (TMR) [14], double modular redundancy 

(DMR) [15], and error detection and correction for memories [16]) and layout level tech-

niques [17]. 

When it comes to SEU and SET, the most common fault-tolerant techniques are TMR 

and DMR. The triple modular redundant circuit consists of three identical modules and a 

3-input majority voter. The voter's function is to pass through the major input value to the 

output. As we speak about digital circuits, the modules are memory elements such as flip-

flops or latches. The main disadvantage of this technique is that the system fails in case of 

a faulty voter. Therefore, a new triple voting logic was developed to complete the circuit 

redundancy. Each of the three voters is fed from outputs of all three memory modules. 

This technique is known in the literature as the full triple modular redundancy. A detailed 

analysis of the triple modular redundancy was presented in [18]. The higher redundancy 

provides the higher fault tolerance and circuit reliability but increases the chip area, en-

ergy consumption, and costs. Therefore, the goal is to trade-off between the redundancy 

level and the reliability requirements taking into account the prospective application. In 

order to reduce the high hardware overhead produced by TMR and keep the design relia-

bility high, the double modular redundancy with self-voting was developed [15]. A novel 

double/triple modular redundancy (DTMR) technique for dynamically reconfigurable de-

vices tested on a finite state machine was presented in [19]. 

The SEL mitigation techniques can be classified in the three main groups. First ap-

proach uses the current sensors at board-level to detect the excessive current induced by 

latchup. The power supply of the affected device is switched off and, after some time, re-

established again. This approach suffers from a serious drawback: the circuit state is de-

stroyed and can't be recovered. Second approach [20] is based on introduction of an 

epitaxial buried silicon layer and reduction of the well resistivity. However, this modifi-

cation incurs additional costs and impact circuit performance. Third approach [21] uses n-

type and p-type guard rings that break the parasitic bipolar transistor structure. This solu-

tion is very efficient but can result in excessive circuit area. A new SEL mitigation 

scheme that combines error correcting codes with intelligent power line implementation 

was presented in [22]. 

The paper presents a design flow for fault-tolerant ASIC based on the redundant cir-

cuits with latchup protection and additional implementation steps during logic synthesis 

and layout generation. The proposed approach protects ASICs from the SEU, SET, and 

SEL faults by combining and integrating different fault-tolerant techniques. The following 

sections describe a SEL protection switch (Section 2), redundant (TMR and DMR) cir-
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cuits with latchup protection (Section 3), a fault-tolerant ASIC design flow (Section 4), 

and simulation results of the implemented fault-tolerant circuits (Section 5). The conclu-

sions are summarized in Section 6. 

2. LATCHUP PROTECTION 

Instead of using the external current sensors and the expensive technological modifi-

cations, we introduce a single event latchup protection switch (SPS) which can be inte-

grated with standard cells and which can control their supply current. The proposed SEL 

protection switch is shown in Figure 1. It is an improved version of the switch presented 

in [23] and [24]. The main task of this circuit is to switch off the power supply in case of 

the excessive supply current. A current sensor/driver (P5 transistor) is used for supplying 

the power to the logic that needs to be protected from latchup. The P5 transistor operates 

in the linear (ohmic) region. It must provide enough current during normal operation (as a 

driver) and survive a potential latchup (as a sensor). When all the circuits operate cor-

rectly, both inputs of the NOR gate (P0, P7, N1, and N5 transistors) are at logic 0 and the 

output (B node) is therefore at logic 1. The C node is set to logic 0 because the P1 tran-

sistor is off (there is no current through the R1 pull-down resistor). This activates the P5 

transistor which drives enough current (and voltage) at the VDD_a output. Logic 1 at 

VDD_a is inverted by the P8/N6 transistor pair and the A node is set to logic 0. The 

TSTART output stays at logic 1 (the N8 and N9 transistors are off) that indicates no 

latchup condition. 

 

Fig. 1 Schematic of the latchup protection switch 

In case of the excessive supply current, the output voltage of the P5 transistor in-

creases what, in turns, causes the voltage drop of the transistor drain (VDD_a output). As 

soon as the VDD_a voltage is under the threshold voltage, the feed-back line sets the A 

node to logic 1. It activates the N9 transistor that sets the TSTART output to logic 0 and 

informs a power network controller that the latchup has occurred. On the other side, the B 
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node is set to logic 0 and the P1 transistor is activated. The TSTOP input is set to logic 0 

by the power network controller. Therefore, after the latchup has been detected, the C 

node goes to logic 1 and forces the VDD_a output to logic 0 (the power supply is cut off). 

The power network controller switches the circuit between different operational modes 

(active, latchup protected, or power off) and defines their duration. It consists of three 

components: a programmable counter, a status/control unit, and a control register. A 

block diagram of the power network controller is shown in Figure 2. 

 

Fig. 2 Power network controller 

The programmable counter sets the period of latchup protection mode depending on 

the chosen technology. The status/control unit is composed of control interfaces which 

communicate with the SPS cells via an input signal (TSTART) and two output signals 

(TSTOP and Poff). If the latchup has been detected, the TSTART signal activates the cor-

responding control interface which has to save the current counter value. When the coun-

ter reaches again the saved value (the protection phase is over), the control interface acti-

vates the TSTOP signal. The P2 transistor is deactivated and there is no current through 

the R1 pull-down resistor. The C node is again at logic 0 and the P5 transistor can supply 

the connected logic. In this way, it is possible to detect multiple latchup effects. If the 

latchup continues after the protection phase is finished, the N8 transistor keeps the power 

network controller informed about it and the TSTOP signal will not be activated. The 

control register generates the Poff signal and can be accessed by the system processor. The 

power network controller has an independent clock. If the controlled section (circuit) 

needs to be switched off for a longer period of time, the power network controller sets the 

Poff input to logic 1.  
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3. REDUNDANCY 

Redundancy is always required for a fault-tolerant design. The higher redundancy, the 

better protection, but also the larger chip area, power consumption, and cost. Therefore, it 

is necessary to trade-off between the redundancy rate and the cost for each and every ap-

plication. However, the redundant circuits (TMR and DMR) need to be protected from 

the latchup condition too. This requires significant modifications of the standard TMR 

and DMR circuit designs. We propose the SEL protection switch and the independent 

redundant power domains as a foundation of the latchup protected redundant circuits. 

3.1. TMR with latchup protection 

Figure 3 presents a TMR circuit with three SEL protection switches which control 

three independent power domains. In case of the latchup (high supply current) condition 

in one of the three power domains, the corresponding switch breaks off the supply line of 

this domain but the other two power domains (and redundant circuits) continue with nor-

mal operation. Since one of the three redundant modules is switched off, this TMR circuit 

operates as a DMR circuit and it stays so as far as the latchup protection is active.  

 

Fig. 3 TMR circuit with the latchup protection switches 

3.2. Self-voting DMR with latchup protection 

In order to reduce the hardware overhead produced by the TMR and to keep the design 

reliability high, we use the self-voting DMR (Figure 4). Self-voting is based on a 3-input 

majority voter configured to vote on the two external input values and its own output value. 

The SPS switches off the power domain (and redundant circuit) which suffers latchup. It 

means that the redundancy is lost during the latchup protection. However, modifications of 

the voter feed-back logic are necessary since the standard self-voting DMR circuit is very 

sensitive to a SET hitting the flip-flop data input near the active clock edge [23]. 
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Fig. 4 Self-voting DMR circuit with the latchup protection switches 

Having a SET occurred during the clock transition, the setup/hold time margins can be 

violated and the flip-flops are not certain about the correct output state (well-known effect 

of metastability). If the flip-flops are in the different logic states, a SEU occurs and prop-

agates through the logic, causing the system failure [25]. As a remedy, we propose using 

the logic value of the flip-flop data input at the third voter input during the hold time. Af-

ter the hold time has passed, the voter output becomes again its third input and it stays so 

until the next active clock edge arrives. During the clock transition, a short pulse is gener-

ated to control a multiplexer and send data from the flip-flop input to the third voter input. In 

case of a SET during this short period of time, regardless of the wrong state of the flip-flop 

output, the third voter input receives the correct logic value. This approach works fine for 

transient pulses of a few hundreds of picoseconds, what is limited by the flip-flop hold time. 

The self-voting DMR circuit with multiplexers in feed-back logic has been verified at a 

fault-injection testbench using gate-level simulations [26]. 

4. DESIGN FLOW 

Fault-tolerant ASICs can be implemented using standard design automation tools [27], 

[28], [29] and introducing a few additional steps in design flow. An extra step compared 

to the standard design flow (HDL modelling, simulation, logic synthesis and technology 

mapping, floor and power planning, cell placement, wire routing, and, finally, design rule 

and layout checking) is necessary to generate a new net-list including redundant cells and 

voters. The other two extra steps (definition of the redundant power domains and place-

ment of the SPS cells) have to be made in the layout phase. A modified design flow is 

presented in Figure 5. 

Duplication (for DMR) or triplication (for TMR) of the original net-list is performed using 

a parsing script which can be included in the synthesis script as an optional subprogram. The 

parser is generated by a set of the GnuWin tools [30]. It takes care of the following: 

a) The names of redundant instances in the design net-list must be unique. Identical 

(redundant) instances from different power domains are marked after the power domain 

which they belong to. 
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b) The inputs of a TMR voter have to be connected to the outputs of all three redun-

dant flip-flops. 

c) Two inputs of a DMR voter have to be connected to the outputs of both redundant 

flip-flops and the third input has to be connected to the voter's output by a multiplexer. 

 

Fig. 5 Design flow for fault-tolerant ASIC 

A simple modification of the technology file suffices in case of redefinition of the power 

domains. After the power planning has been finished, the placement of SEL protection 

switches (SPS) can be performed. The SPS cells are placed under the crossover points of the 

power stripes and cell rows (where the filler cells are usually placed). A SPS cell (or a group 

of SPS cells) protects only one power domain and the corresponding redundant logic. SPS 

cells may not be placed under all power crossover points. The maximal current needed for 

driving the connected logic defines the required (minimal) SPS output current. 

Figure 6 illustrates a DMR circuit with placed SPS cells. A pair of SPS cells controls 

the power supply of all the cells in a redundant row section (the SPS 1a and 2a control the 

power domain VDD_a: SC1_a, SC2_a, SC3_a, SC4_a, SC5_a, and SC6_a; the SPS 1b 

and 2b control the power domain VDD_b: SC1_b, SC2_b, SC3_b, SC4_b, SC5_b, and 

SC6_b). Similar SPS placement can be done in case of the generation of a TMR layout. 

After the SPS cells have been placed and connected to the corresponding power domains, 

the design flow continues with the standard steps: cell placement, clock tree synthesis, 
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and wire routing with all the required timing optimizations. The flow ends by the design 

rule and layout-versus-schematic checks. 

 

Fig. 6 Layout of a DMR circuit with integrated SPS cells 

5. CASE STUDIES 

In order to prove the proposed concept and protection techniques, DMR test circuits 

(a 4-bit shift-register and a 4-bit synchronous counter) equipped with the latchup protec-

tion have been designed, implemented, and tested. 

Figure 7 shows a block diagram of the shift-register. The dmr_ff cell is a "half" of the 

circuit depicted in Figure 4 (flip-flop, voter, and feed-back logic). As it has already been 

explained in the previous section, a single cell does not necessarily include the protection 

switch. In the presented test circuits, one SPS switches two cells. Figure 8 presents simu-

lation waveforms of the shift-register signals. 
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Fig. 7 Functional block diagram of the shift-register 

 

Fig. 8 Timing simulations of the shift-register signals 
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Figure 9 shows a block diagram of the synchronous counter. A counter cell consists of 

the dmr_ff cell and feed-back combinational logic (see the insert of the first cell). Figure 

10 presents simulation waveforms of the counter signals. 

 

Fig. 9 Functional block diagram of the synchronous counter 

 

Fig. 10 Timing simulations of the synchronous counter signals 
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SPICE timing simulations illustrate the circuits' behaviour when one or both redundant 

sections suffer the latchup. The SPS 1 and SPS 3 cells control the a section. This section 

is switched off after the latchup has been triggered. The b section (controlled by the SPS 

2 and SPS 4 cells) keeps working properly. After both sections have been switched off 

and, after some time, switched on again, the circuit logic states are reset and the 

shifting/counting process continues. 

6. CONCLUSION 

The standard design flow has been modified to provide the protection of digital ASICs 

against the known single event effects occurring in radiation environment. The results, 

based on the shift-register and synchronous counter simulations, have shown that the SEL 

protection switches integrated with TMR or DMR circuits seem to be a promising solu-

tion when it comes to the design of fault-tolerant circuits and systems. The future work 

will be focused on improvements of the TMR and DMR circuits, development of the re-

dundant net-list parsers, and simplification of the SPS cell placement. Testing of more 

complex circuits is planned for the near future. 
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