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Abstract: Implementation of wavelength division multiplexing (WDM) in

optical networks increased the �ber bandwidth utilization and emerged from

the use in point-to-point applications to its current position as the next op-

tical networking technology. There are, as well, other competing network

approach, such as optical time division multiplexing (OTDM) and code di-

vision multiplexing (CDM), both su�ering from severe limitations and still

immature technology. This paper reviews some mayor technological devel-

opments in architectures, devices and systems involved in WDM optical net-

work evolution and discusses issues dealing with optimal exploitation of �ber

bandwidth for information transmission and processing. Keywords - Optical

communications networks, wavelength division multiplexing.
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plexing.

1. Introduction

Optical communication networks based on wavelength division multi-
plexing (WDM) o�er enormous transmission capacity which is expected to
solve many problems in the next-generation Internet network infrastructure.
WDM line systems are already used around the globe, and attention is now
turning towards practical issues of the WDM-based local and metropoli-
tan networks. At the moment there are many physical devices enabling
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WDM implementation that are operational [1], [2]. Also, there are several
fundamental researching programs addressed to problems connected with
switching, routing, protection and survivability mechanisms, quality of ser-
vice support and scheduling algorithms, eÆcient wavelength assignment and
routing algorithms.

We are moving toward a society which will require fast access to infor-
mation that is provided through a global networks, whose today's Internet
and asynchronous transfer mode (ATM) networks, do not have the capacity
to support the future bandwidth demands. Fig. 1 illustrates the past and
projected traÆc growth reported by many telecom carriers. Although voice
traÆc continues its growth at about 7% per year, the data traÆc is growing
much faster and it has already exceeded the voice traÆc [1], [3], [4].

Fig. 1. Past and projected future growth of data and voice.

Single-mode �ber's potential capacity is nearly 50 Tb/s, which is several
order of magnitude greater that electronic data rates of few Gb/s, and it is
a fact that must be taken into account. Having in mind that the maximum
rate at which an end-user can access the network is few Gb/s, the key in
designing optical communication networks, which could potentially exploit
much higher �ber's bandwidth, is to introduce concurrency among multiple
user transmission into the network architecture and protocols. In an opti-
cal communication network, the concurrency may be provided according to
either wavelength or frequency, (wavelength division multiplexing WDM),
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time slots (time-division multiplexing, TMD), or wave shape (spread spec-
trum, code- division multiplexing, CDM) [5], [6].

Optical TDM, and CDM are diÆcult technologies to be exploited in the
near future [1], [7], [8]. OTDM has been a subject of profound research lately.
It would involve all- optical interleaving and regeneration of many lower bit-
rate channels, each at a high bit rate (10 Gb/s or more) and all at the same
wavelength, optically multiplexed at much higher bit rate (100 Gb/s or even
more). Each stream of very narrow pulses would be separately generated
and delayed by extremely precise optical delay with reference to the initial
bit stream and than combined into a single �ber. The order of magnitude
of pulse is to be of several picoseconds, the bit period 100 ps or less and the
delay between streams of a 10 ps. Short time slots in TDM makes extremely
diÆcult for an end-user to be able to synchronize to within one slot. Similar,
or even more critical, is the optical CDM in which the required speed of
an end-user equipment is even higher, and in both types of multiplexing
requirements by far exceed that of the present day end-user technologies. No
matter which transmission technology is involved for increasing the amount
of data transported from point to point the electronic bottleneck problem,
the limitation of electronic switches and routers to process the very high bit-
rate signals terminated on their ports, exists.

WDM technique requires attainable speed of an end-user equipment,
which can be chosen arbitrarily according to the peak electronic processing
speed. The bit rate that can be easily converted from electrical to optical
domain is currently still ca. 10 Gb/s, although 40 Gb/s have been demon-
strated using InGaAs-Ga as photo-receivers. The modulation rate per chan-
nel will increase with developments in laser and detectors solutions. To
achieve very high rates a careful optimization of �ber dispersion to control
pulse spreading must also be performed. For this reason, most today's car-
riers devote signi�cant e�ort to developing and applying WDM technologies
in their networks [2], [4].

The penetration of optical technologies into the various network levels is
schematically illustrated in Fig. 2. Optical �bers have been extensively used
since 1980 in the trunk transmission, because early optical technology was
best suited for this application which requires wide bandwidth long distance
transmission. The cost per bit in optical system was considerably lower than
that for wire systems. This was economically interesting for end-user in the
period when they required relatively small data rate. At about 1990s, when
the need for end-used higher data rate became a need, it was essential to
reduce not only transmission cost but also transport node (cross-connect
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and ADM nodes) cost. The optical path technologies will play a key role in
reducing both transmission and transport node costs [5].

Fig. 2. Penetration of photonic technologies.

The application of optical transmission into local area networks (LAN)
started in 1980s. Among the �rst in this �eld were �ber-optic Ethernet, �ber
data interface (FDDI) and �ber channel. The maximum data rate of FDDI
is 100 Mb/s. The �ber channel o�ers point-to-point data transmission rates
between 100 Mb/s and 800 Mb/s. The transmission medium can be single
mode (up to 10 km) or multimode �ber (up to 2 km), or coaxial cable (up
to 50 m). Photonic LAN which utilize in addition to �ber transmission also
optical routing and other optical processing, can be introduced only after
optical processing technologies develop further and their cost is reduced to
be competitive with that of electronic technologies.

2. WDM Techniques

2.1 Point-to-point networks

WDM is technique which can exploit enormous optical bandwidth of a
�ber in spite of a relatively much smaller electronic bandwidth of an end-
user. On the �ber one can transmit a great number of optical carriers used by
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di�erent end-user. In this way, the low attenuation region of a standard sil-
ica �ber, extending over 50 THz, is "divided" into many channels operating
at the peak electronic data rate. What is required is to develop appropriate
network architecture, protocols and algorithms and to achieve high spectral
eÆciency which de�nes how many channels can be slotted within the avail-
able spectrum. It is determined by the usefulness of stable single-frequency
sources and demultiplexers or routers able to select individual wave- length
channels out of the entire spectral comb [2], [4].

Fig. 3. A four-channel point-to-point WDM transmission system with ampli�ers.

Research and production of comp onents for WDM have been acceler-
ated last years. A number of experimental prototypes have been and are
under development and tested by telecommunication providers. It is ex-
pected that the next generation of the Internet will employ WDM optical
backbones. An example of modern four-channel point-to- point WDM trans-
mission system using optical line ampli�ers, multiplexer and demultiplexer,
as well as four transmitters is shown in Fig. 3. Such systems can be used
when the demand exceeds the capacity of the existing �bers carrying only
one modulated carrier. Of course, one can increase the point-to-point capac-
ity from 2.5 Gb/s to 10 Gb/s (in the future to 40 Gb/s), or employ a new
cable, or use the four channel WDM. A study of the three possible solutions
for upgrading point-to-point links indicated that for distances shorter than
50 km new cable is preferred solution; for longer distances the other two
solutions are nearly the same. WDM multiplex/demultiplex is the prod-
uct of several vendors (IBM, Pirelli, AT& T, etc.). Maximum number of
channels is 64 but in experimental tests the number of channels exceeded
100. Evolution of high-speed and large capacity transmission systems using
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WDM and TDM is illustrated in Fig. 4. These data are published by NTT
Photonic Transport Network Laboratory of Japan. Naturally, these data
quickly become obsolete as many experimental system in a relatively short
time become commercial systems. As it can be seen from the graph, NTT
results for a single carrier system based on the time division multiplexing
reach fantastic 640 Gb/s but it is not known to what distance. Anyhow, it
seems that 40 Gb/s per carrier is �rmly on the way to be applied soon [6].

Fig. 4. Evolution of high-speed and large capacity transmission.

2.2 All-optical networks

Extensive research in a large number of laboratories has been performed
not only for using the available spectrum of optical �bers for transmis-
sion in point-to-point (mainly SONET/SDH based long haul terrestrial and
transoceanic) networks, but also for wavelength routing in all-optical net-
works. A wavelength routed optical network is an extension of point-to-
point WDM, since the number of wavelengths that is required is determined
not only by transmission impairments but also by the traÆc demands and
physical connectivity of the network. It consists of the interconnections of
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a large number of point-to-point WDM systems by optical routers or cross-
connects, able to route channels according to their wavelength [1], [4], [6],
[9], [10]. As pointed out, wavelengths can be used to denote routing des-
tinations, directing high-capacity optical signals, transparently for all bit-
rates and formats, between source and destination network nodes with no
electronic processing in any intermediate node. In such networks the rout-
ing and wavelength allocation (RWA problem) are predominant and they
introduce at least four groups of problems. First, determination of the num-
ber of wavelengths required to provide binding connectivity - the ligthpath
without intermediate opto-electronic conversion or switching (Fig. 12). It
directly a�ects the density of the channel spacing, the necessary stability
of laser sources and the accuracy of wavelength selective components such
as lasers, multiplexers/ demultiplexers �lters or cross-connects. Second, the
determination of the number of wavelengths and the distance without incur-
able errors caused by channel interactions as a result of combined dispersion
(uncompensated chromatic and polarization mode dispersion PMD) and dif-
ferent nonlinear e�ects in �ber (Raman and Brillouin scattering, four-wave
mixing FWM, cross-phase modulation XPM, self-phase modulation SPM)
and accumulated cross-talk from imperfect selectivity of �lters. Third, some
form of all-optical wavelength conversion is required to avoid wavelength
contention. Fourth, it is necessary to de�ne how to manage the all-optical
networks [1], [4], [11].

2.3 Key optical components for WDM networks

Evolution of WDM, lasting some two decades, from concept to real
implementation in optical communication networks posed several technol-
ogy problems to be solved. The key role played the developments of stable
lasers, erbium doped �ber ampli�ers that could replace electrical regenera-
tors to amplify the entire spectrum of interest around 1550 nm with a single
optically pumped ampli�er, and optical low cross-talk, stable and compact
�lters.

A dense WDM network requires stable, precisely de�ned wavelength
sources, either capable of high-speed direct modulation for NRZ transmission
or of generating very short pulses for RZ/OTDM transmission. The tuning
bandwidth and speed, and temperature stability are essential characteristics
of lasers suitable for WDM systems.

In WDM systems several types of rare-earth-doped- �ber ampli�ers are
used in di�erent sub-bands, depending on required characteristics (gain, gain
eÆciency, gain bandwidth, gain saturation, polarization sensitivity, noise
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which arises predominantly from ampli�ed spontaneous emission, etc. [4],
[11]) as illustrated in Fig. 5 [6]. Semiconductor laser ampli�ers, such as
Fabry-Perot ampli�ers or traveling-wave ampli�ers have not been largely
used in WDM networks.

Fig. 5. Optical ampli�ers used in various bands for WDM system.

The demultiplexers must be able of separating high- capacity multiple-
wavelength signals to enable each wavelength channel processed, i.e. de-
tected, switched or routed to its �nal destination with a low cross-talk
and transparently to any modulation format. Among several proposed ap-
proaches the most attention is given to an arrayed waveguide grating (AWG),
known also as a waveguide grating router and phased array, shown in Fig. 6.
It is a planar waveguide device fabricated on Si or InP substrate consisting
of an array of waveguides of di�erent lengths with a linear length di�er-
ence. A multi-wavelength signal will experience a wavelength dependent
tilt of the wave front resulting in a shift of each wavelength into a di�erent
output waveguide. If there is single wavelength input, the device acts as a
1 � N demultiplexer but with M inputs it can be used as a M � N router
or cross-connect. The slight inaccuracies in the de�ned path lengths result
in a considerable cross-talk and cause problems especially in cases when a
number of such devices is cascaded within the source - destination path.
An alternative approach, particularly for much larger routers, is the use of a
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free-space aberration-corrected grating-based device with concave substrates
that allow both focusing and dispersion in a single element [4], [11].

Fig. 6. AWG acting as a 1�N demultiplexer or M �N router.

In developing WDM networks one has to add or drop signals from the
�ber carrying a multiplexed carriers. One form of wavelength add/drop mul-
tiplexer (WADM) is shown in Fig. 7. Demultiplexer separates carriers and
with the use of 2�2 switch for each wavelength, signals can be separated or
added. The switches are connected to multiplexer and the multiwavelength
signals are sent to the �ber. The WADM can be "inserted" on a physical
�ber link.

Fig. 7. A wavelength add/drop multiplexer.

If all switches in Fig. 7 are in the "bar" state then all signals pass
undisturbed. If the switch is in the "cross" state, as for the wavelength �i in
Fig. 7, then the signal at that wavelength can be dropped and modi�ed signal
at that wavelength added. For the time being the switches are operated
electrically.
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The passive star is a device that signals of various wavelengths, incident
from the input �ber ports, delivers equally to all output �bers ports, as shown
in Fig. 8.

Fig. 8. Pasive star 4� 4.

With con�guration shown in Fig. 8, "collision" will occur when two or
more signals from the input �bers are simultaneously launched into the star
at the same wavelength. With as many wavelengths as there are ports, an
N �N passive star can route N simultaneous connections through itself.

A passive router operating at four wavelengths, as shown in Fig. 9, can
separately route each of the four wavelengths on separate output �bers [1],
[4], [11].

Fig. 9. Passive nonrecon�gurable router for four wavelengths.
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This device allows wavelength reuse. The wavelength on an input get
routed as determined by "routing matrix". This matrix is determined by
internal connections between the demultiplexer and multiplexer stages inside
the router. The routing matrix in a passive router cannot be changed. Such
routers can be obtained commercially known as Latin router, waveguide
grating routers or wavelength routers. For N ports the passive router can
route N2 simultaneous connections.

Active switch can support N2 simultaneous connections, similar to pas-
sive router but its "routing matrix" can be recon�gured on demand, under
electronic control. The schematic view of active switch is shown in Fig. 10.

Fig.10. An active recon�gurable routing switch.

An active switch needs to be powered. It is also called cross-connect.
This switch can also be used to convert the wavelengths [1], [4], [11].

The passive star is used in local WDM networks, while active switch is
used for wide-area wavelength networks.

To establish a lightpath in a wavelength routed network it is neces-
sary to have the same wavelength allocated on all the links in the path.
This requirement is known as the wavelength-continuity constraint and it
distinguishes the wave-routed networks from the circuit-switched networks
and can cause a high blocking probability. It is possible to eliminate the
wavelength-continuity constraint if the wavelength conversion into another
wavelength is enabled in intermediate nodes between source and destination.
An ideal wavelength converter should perform transparency for all bit rates
and signal formats, conversion to both shorter and longer wavelengths and
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be able to setup fast to output wavelength. There are several wavelength
conversion technologies proposed. Besides the use of active recon�gurable
switches, as already mentioned above, for wavelength conversion can be per-
formed as optoelectronic conversion and all-optical conversion (employing
coherent e�ects or techniques using cross modulation) [4], [11]. Fig. 11 il-
lustrates the wavelength conversion based on nonlinear wave-mixing, which
is typical coherent e�ect used in this type of converters. Wave-mixing is
caused by nonlinear optical response of medium when more than one wave
is present. As a result another wave is generated with intensity proportional
to the product of the interacting wave intensities. In this way both the
phase and amplitude information are preserved. This is the only technique
that allows simultaneous conversion of a set of multiple input wavelengths
to another set of multiple output wavelengths. It is transparent for bit rates
and signal formats and can be used for signals with bit rates that exceed 100
Gb/s.

Fig. 11. A wavelength converter based on nonlinear wave-mixing e�ects.

3. Realized WDM Networks

Optical routers, switching elements or wavelength converters are needed
inWDM networks for establishing the lightpaths from a source node to a des-
tination node thus bypassing electronic bottlenecks at intermediate switch-
ing nodes. This concept, illustrated in Fig. 12, allows multiple lightpaths to
share each �ber link. Also, since each wavelength may be used on each �ber
link in the network, multiple lightpaths that do not share any links may use
the same wavelength - wavelength reuse is enabled.

A number of research programs, dealing with transport, metropolitan
and access networks have been established, but here we are going to mention
only the main results in Europe and United States [2], [3], [4].

In Europe several research projects, �rst RACE-MWTN and afterwards
ACTS, dealt with WDM technologies from concept to realization of all nec-
essary components and �eld trials. The network functionality and over an
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Fig. 12. Lightpaths in all-optical networks.

all-optical WDM network infrastructure has been demonstrated of in PEL-
ICAN project shown in Fig. 13.

Fig. 13. PELICAN project.

This project trail is the �rst representative of an advanced global op-
tical network infrastructure including core, metropolitan and access net-
works, supporting end-to- end multimedia services. The core network is a
transparent all-optical meshed network with optical crossconnects and 2R-
regeneration on same links operating at 2.5 and 10 Gb/s. The metropolitan
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network is a ring with optical add/drop multiplexers. The SuperPON access
network is connected through an ATM switch. Di�erent protection schemes
and di�erent signaling methods are used with an aim to test the integration
and operation of a large optical network covering transport and access parts.

In United States the most important are AON project and afterwards
MONET and ONTC projects. The main goals of these projects was to
develop national information infrastructure with architecture enabling scal-
ability in geographic area, number of access nodes and services, exible to
incorporate all technological developments. The reported results had proven
the viability of WDM all-optical networking.

4. Optical Packed Switched Networks and
IP over WDM

Wavelength routed optical networks and high-capacity WDM transmis-
sion are the solution for electronic bottleneck in transport network which
are primarily designed for circuit switching. At the access network level the
provision of huge bandwidth to the individual user, capable of supporting
all today's and future services, would be rather costly. On the other hand,
all future communications studies predict that data traÆc will continue to
grow much more rapidly than voice (as shown in Fig. 1). Therefore future
transport infrastructure must be optimized for data, precisely to carry IP
traÆc that involves packed switching. Existing circuit switched networks
will need to be upgraded to support packed switched data traÆc [1], [4],
[19]. Utilization of available resources through packet network can solve the
existing access-transport mismatch at a relatively modest cost [12], [13], [14],
[15].

Fig. 14. Key functions needed for optical packet networks.

Packed switched networks have been seen as a good alternative to con-
ventional circuit switched at the end user level since, over the last couple
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of years, a huge progress in packetizing voice signals, using compression
and speech encoding techniques, and improved router design reducing de-
lays through the network have been achieved. Key functions for digital
optical packet networks, independent of exact implementation technology
(WDM/OTDM) are shown in Fig. 14. The bu�ering in routers is needed to
delay packets during header recognition and processing and in the process of
switching to avoid packet contention. There is no available optical random
access memory and the only way to introduce bu�ering is through precisely
set optical delays. It is clear that the higher the channel rate is, the shorter
the bu�ers need to be, and the issue is yet to be researched. Another prob-
lem to be researched is address recognition for which the synchronization is
the key since each node must be able to recognize the start of a packet and
it is almost impossible to implement a network-wide clock. Some alterna-
tive approaches to avoid optical bu�ering, such as deection or "hot potato"
routing, have been proposed but it is unclear if it is really implementable
[1], [2], [16].

The running of IP network over a WDM physical infrastructure, which
is considered to be the future network solution as illustrated in Fig. 15,
needs a very careful planning. The multilayer architecture, with layers un-
aware of each other, used in today's Sonet/SDH WDM networks is not ideal
for data. Network management and ow control mechanisms can even work
against each other. Also, some functions will be unnecessary, but some
new functions must be introduced [17], [18]. Two main issues will a�ect
the success of IP over WDM: the capability of IP to support the required
quality of services (QoS) grade, and the capability of WDM to provide ro-
bustness and survivability of network. Di�erent protection schemes and
network management platforms were widely tested in di�erent �eld trials
and WDM network implementations (MONET, ONTC, ACTS- PELICAN,
MEPHISTO, PLANET, etc.) exhibiting excellent features. Internet stan-
dardization group IETF proposed a connection-oriented multiprotocol label
switching (MPLS) to meet the QoS requirements particularly for delay sen-
sitive services. With MPLS all packets, associated with same label in a
particular session, are sent along the pre-established path between source
and destination node. Although there is no physical connection it is similar
to establishing a circuit which take place in initial stage of a call in circuit
switched networks. At the WDM layer the MPLS concept is simpli�ed to
multiprotocol lambda switching (MP�S) since the signal wavelength can be
used as a label enabling the wavelength routing and lightpath switching [13],
[15], [19], [20].
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Fig. 15. Evolution of WDM telecommunication.

5. Conclusion

This paper gives an overview of WDM networks evolution since its �rst
implementation in 1993. WDM achieves the use of excess �ber bandwith
by dividing the optical transmission spectrum into a number of discrete
wavelength bands, each supporting a single communication channel oper-
ating at peak electronic rate. The system with unidirectional transmission
of 128 channels at 40 Gb/s (total throughput of 5.12 Tb/s) over 300 km
is reported. Also the designed all-optical wavelength routed networks with
lightpath switching and no need for electrooptical conversion at intermedi-
ate nodes between source and destination nodes have proven their viability
through realization of di�erent projects. The next goal is to optimize net-
work structure for end user level. IP over WDM togather with optical packet
switched networks (WDM/ OTDM/ CDM) are the main target of contem-
porary research e�orts.

REFERENCES

1. Mukherjee: WDM Optical Communication Network: Progress and Challenges.
IEEE J. Select. Areas Commun., vol. 18, pp. 1810-1824, Oct. 2000.

2. F-X. Ollivier, S. Thompson, C. Yugno: Evolution of High Speed DWDM Back-
bone Networks. Alcatel Telecomm. Review pp. 181-194, 3rd Q. 2000.

3. P. Green: Progress in Optical Networking. IEEE Comm. Mag., vol. 39, pp. 54-61,
Jan. 2001.

4. S.V. Kartalopoulos: Introduction to DWDM Technology: Data in a Rainbow.
IEEE Press, 1999.

5. K. Sato: Advances in Transport Network Technologies. Artech House, 1996.



M.Marin�ci�c and V.A�cimovi�c: Evolution of WDM optical networks 241

6. K.Sato: Photonic Transport Networks Based on WDM Technologies. www.ntt.com.

7. T.Pfeiffer et al.: Coarse WDM/CDM/TDM Concept for Optical Packet Trans-
mission in Metropolitan and Access Network s Supporting 400 Channels at 2.5 Gb/s
Peak Rate. J. Lightwave Technolol., vol. 18, pp. 1928-1938, Dec. 2000.

8. T.G. Ulmer et al.: 160-Gb/s Optically Time-Division Multiplexed Link with All-
Optical Demultiplexing. J. Lightwave Technolol., vol. 18, pp. 1964-1977, Dec. 2000.

9. Law and K.-Y. Siu: Online Routing and Wavelength Assignment in Single-Hub
WDM Rings. IEEE J. Select. Areas Commun., vol. 18, pp. 2111-2122, Oct. 2000.

10. J. Strand et al.: Issues for Routing in the Optical Layer. IEEE Comm. Mag.,
vol. 39, pp. 81-88, Feb. 2001.

11. G. Christien: Optical Components for the New Millennium. Alcatel Telecomm.
Review 3rd Q. 2000, pp. 221-229.

12. C. Coltro, G. Grammel: Optical Transmission Moving Towards an All-IP World.
Alcatel Telecomm. Review , pp. 157-162, 3rd Q. 2000.

13. S. Dixit and Y. Ye: Streamlining the Internet-Fiber Connection. IEEE Spectrum,
vol. 38, pp. 52-57, Apr. 2000.

14. Reinaudo: The Bandwidth Revolution. Alcatel Telecomm. Review, pp. 154-156,
3rd Q. 2000.

15. A.Rodrigez-Moral: Optical Data Networking: Protocols, Technologies, and Ar-
chitectures for Next Generation Optical Transport Networks and Optical Interworks.
IEEE J. Lightwave Technol., vol. 18, pp. 1855-1870, Dec. 2000.

16. D. Chiaroni, et al.: Data, Voice and Multimedia Convergence Over WDM: The
Case of Optical Routers. Alcatel Telecomm. Review 2nd Q. 1999, pp. 138-145

17. G. Ester, Y. T'Jones, M. Vandenhoute: Restoration Shemes for Optical and
SONET/SDH-based IP Networks. www.alcatel.com/telecom/mbd/publi/atr.

18. Fumagalli and L. Valcarenghi: IP Restoration vs. WDM Protection: Is There
an Optimal Choice. IEEE Network, vol. 14, pp. 34-41, Nov./Dec. 2000.

19. S. Baroni et al.: Analysis and Design of Backbone Architecture Alternatives for
IP Optical Networking. IEEE J. Select. Areas Commun., vol. 18, pp. 1980-1994,
Oct. 2000.

20. S. Verma et al.: Optical Burst Switchung: A Viable Solution for Terabit IP Back-
bone. IEEE Network, vol. 14, pp. 48-53, Nov./Dec. 2000.

21. T. Lee et al.: Optimal Routing and Wavelength Assignment in WDM Ring Net-
works. IEEE J. Select. Areas Commun., vol. 18, pp. 2146-2154, Oct. 2000.


