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Abstract: Recent advances in CMOS VLSI ICs and micro-electromechatéch-
nology have led to development of small, low-cost, and law@r multifunctional
sensors. Wireless sensor networks (WSNSs) are large-sdavenke of such sensors,
dedicated to observing and monitoring various aspectsggttlysical world. Some in-
trinsic properties of WSNSs including limited resource of gyestorage, computation,
and bandwidth, make traditional synchronization methadsiitable for WSNs. Time
synchronization as an important issue consists of givihgesisor nodes (SNs) of the
WSN a common time scale to operate. The common time scaleadlyiachieved by
periodically synchronizing the clock of each SN to a refesesource. In this manner
the local time seen by each SN of the network is approximdtedysame, and time
synchronization allows the entire system to cooperates paper gives a brief look to
the time synchronization problem and the need for synchetioin in WSNs. Then it
points out that clock systems become a bottle-neck, afeiitpresents the available
current clock technologies, next it examines the influerfcthese clock technolo-
gies, and finally provides guidelines for WSN developers whistthoose among the
different clock synchronization techniques.
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1 Introduction

DURING the last two decades, tremendous technological advances have oc-
curred in the development of low cost sensors, which are capable eiegsr
communication and data processing. Wireless sensor networks (WSNdjsar
tributed networks of such sensors, dedicated to closely observingvoedlphe-
nomena [1, 2].

One of the biggest challenges for designers of WSNs is to develop systems
that will run unattended for years. The current generation of sermies (SNs) is
battery powered, so lifetime is a major constraint; future generations pdvegre
ambient energy sources (sunlight, vibrations, etc), will provide verydomwents,

S0 energy consumption is heavily constrained [3].

In addition, efficient coordination of SNs requires the nodes to be sgnized,
so the nodes can be turned off to save energy. The purpose of anytioteeniza-
tion technique is to maintain a similar time within a certain tolerance throughout
the lifetime of the network or among a specific set of nodes in the network. The
problem consists of giving all the nodes of the network a common time scale to
operate: time measurements, coordinated actions and event orderiirg -
mon time on WSN nodes. Due to intrinsic energy limitations of wireless networks
there is a need for energy-efficient time synchronization solutions reliffédrom
the ones have been developed for wired networks. In this work wetigagsd the
trade-offs between time synchronization accuracy and energy sawkg§hs. The
common time scale is usually achieved by periodically synchronizing the clock at
each node to a reference time source; therefore the local time seermsieaent
of the system is approximately the same [4].

An understanding of the intrinsic interactions between the diffuse locakgloc
and their cumulative effect on network-wide performance is considarts pa-
per. Over the last decade, most improvements were made in the synctiooniza
algorithm trying to minimize message exchange and optimize radio architectures
to provide accurate time-stamping mechanisms [5]. The influences of thdyinde
ing clock system and its impact on the overall synchronization accuradatgely
been unstudied. Here, we concentrate on the problem of choosing thelogk
and duty cycle for a sensor node with order to achieve correct synidation and
long lifetime.

2 Clock Synchronization in WSNs

In centralized systems there is no need for synchronized time becausestimer
time ambiguity. Contrary to this, in distributed systems, such as WSNs, there is no
global clock or common memory.
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In WSNs each processor in sensor node (SN) has its own internal atatk
its own notion of time. In practice, these clocks can easily drift second @gr d
accumulating significant errors over time, and thus potentially remaining unsyn
chronized.

For more applications and algorithms that run in WSN, we need to know more
about time synchronization having in mind the following:

(a) The time of a day at which an event happened on a specific SN in the WSN
(b) The time interval between two events happened on different SNs in 8¢ W
(c) The relative ordering of events that happened on different SH®ilVSN.

Clock synchronization in WSN is the process of ensuring that physically dis
tributed SNs have a common notion of time. There are three basic solutions for
time synchronization in WSN [5]:

1. One-way message disseminatitime simplest form of synchronization deals
only with ordering of events or messages. Using this approach it is possible
to tell whether an everf; has occurred before or after another eveént

2. Receiver-receiver synchronizatioBNs run their local clocks independently,
but they keep information about the relative drift and offset of theirlctoc
other clocks in the network.

3. Two way message exchangthe most complex form of synchronization
called “always on” model, where all SNs maintain a clock that is synchro-
nized to a reference clock in the network.

3 Clocking Terminology

Every individual SN in WSN has it own clock. Time in SN is usually kept by a
specialized sub-system illustrated in Figure 1 [6]:

read

resonating clock | clock | hardware

] i > softwar
element diiver  [signal | counter oftware

set

Fig. 1. Basic block diagram of a clock circuit and associated timer hasdwa

The angular frequenci of the resonating element determines the rate at which
the clock runs. The clock signal is periodic and the period4s1/f. Itincrements
a hardware counter every i seconds. At any timg since then-bit counter was
reset, the counter read&) = | f xt| mod 2. The 1/ f rate at which the counter
is incremented is callethe resolution In general, high resolution is not useful
if the software cannot read the counter at that speed. Having this in miad, th
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smallest increment at which an application can read a counter is qgatetsion
The counter is typically set to an Universal Time Calendar, UTC. Theracgu
determines how true the counter is close to that calendar [6]

For any two clock<$,; andC,, we will point to the used terminology which is
consistent with definitions given in [7].

Time: The time of a clock in a SNb is given by the functiorC,(t) =t for a
perfect clock.

Frequency. Frequency is the rate at which a clock progresses. The frequency
at timet of the clockC, is C,(t).

Offset: Clock offset is the difference between the time reported by a clock and
the real time. The offset of the clok, is given byC,(t). The offset of clockC,
relative to clockC, at timet > 0 is given byC,(t) — Cy(t).

Skew. The skew of a clock is the difference in the frequencies of the clock
and the perfect clock. The skew of a cloCk relative to clockC, at timet is
Ca(t) —Cy(t).

If the skew is bounded by, then as per eq. (1), clock values are allowed to
diverge at a rate in the range of-lp to 1+ p.

Drift (rate) : The drift of clockC; is the second derivative of the clock value
with respect to time, namel®,. The drift of clockC, relative to clockC, at timet
is CL/(t) — CL(1).

Due to clock inaccuracy the clock is said to be working within its specification

dC

_p< =
1=P= 4

<1l+p Q)

wherep is the maximum skew rate specified by the manufacturer. Figure 2 illus-
trates the behavior of fast, slow, and perfect clock with respect to UT.C |

Fast clock
dC/dt> 1
Perfect clock
dC/dt =1
(6]
g Slow clock
bS] dCldt < 1
-
Q
e
Q
uTe, t

Fig. 2. Behavior of fast, slow and perfect clock with respect to UTC.
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Equation (1) can be transformed into:

(1—p)At <AC < (1+p)At 2
AC AC
— <M< —— 3
1+p— < 1-p ®)

It can be inferred that the local clock differen&€ that corresponds to the
real-time differencét can be bounded by the following interval:

[(1—p)At, (1+p)] )

4 Sender to Receiver Synchronization

One standard technique to deal with clock uncertainty is to estimate the figquen
error of the local clock. The following two factors, manufacturing inaacies and
changes in environmental temperature, are the two major contributors tourieck
certainties. While manufacturing imprecision is static over the lifetime of a compo-
nent, changes in environmental temperature require frequent retdalibria addi-
tion, problems in clock synchronization occur because uncertaintiestesduned
by the wireless channel, too. Deep fading, interference, unpredidtbleies due
to the broadcast nature of the wireless channel, and higher bit etesr, than in
wired networks, all complicate synchronization efforts.

We use traditional sender-to-receiver synchronization which usuatipéns in
the following three steps:

1. The sender node periodically sends a message with its local time as a time-
stamp to the receiver.

2. The receiver then synchronizes with the sender using the time-stamp it re
ceives from the sender.

3. The message delay between the sender and receiver is calculated.

Most majority methods synchronize a sender with a receiver by transmitting
the current clock values as time-stamps. We call this kind of synchronizasion
one-way message dissemination.

5 Main Characteristics of WSNs

The basic operation of WSNs is data fusion. In spite of that data fusiarresqg
that SNs be synchronized. The synchronization protocols for WSN& addsess
the following features of these networks [7]:
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Limited energy: WSNs can employ thousands of battery-powered SNs. Since
the amount of energy available to such sensors is quite modest, synetiamiz
must be achieved, while data processing is active with order to utilize theserse
in an efficient fashion.

Limited bandwidth : in WSNs much less power is consumed in processing
data than transmitting it. Bandwidth limitation directly affects message exchanges
among SNs, and synchronization is impossible without message exchanges.

Limited hardware : the hardware of a SN is usually very restricted due to its
small size. The size of SN cannot be increased because it would makeet mor
expensive and consume more power. Table 1 summarizes some of the dyacal
ating characteristics for four different SN classes [8].

Unstable network connectionsthe following issues are important: i) the com-
munication range of SN is limited, therefore, message exchange among SiNs is d
ficult; ii) the wireless medium is unshielded to external interference, so we ha
high percentage of message loss; iii) wireless connection suffers &stricted
bandwidth; ivi) due to SN mobility the network topology frequently changes.

Table 1. Classification of hardware platform for sensor networks

Typical Radio |MPS Typical Typical Typical
Node Type application Bandwidth FLASH | active energysleep energyduty cycle
sensors [kbps] |RAM [mw] [uwW] [%0]
Specialized  Spcialized low <50 |<5 1.8V 1.8V |(0.1-0.5)%
sensing bandwiddth or < 0.1 MB| (10-15) mA 1puA
platform advanced RF tag <4 kB
Genering General purpose | <100 |<10 3V 3V (1-2)%
sensing sensing and <05MB|(10-15 mA| 10uA
platform commun. relay <10 MB
High High band. sensing ~ 500 |< 500 3V 3V (5-10)%
bandwidth| (video, acoustic, <10 MB 60 mA 100 uA
sensing and vibration) 128 kB
Gateway | Highband. sensing >500 |> 100 3V 3V > 50 %
and commun. agregg- to > 32 MB 200 ma 10 mA
tion, gateway node| 10x 10° |> 512 kB

6 Design Aspects of Clock Synchronization in WSNs

The following design considerations are important in WSNs [7]:

Energy efficiency in WSNs energy conservation is very important. During the
past period the energy consumption of most time synchronization servidéShis
has largely been ignored. At the best case, the implemented methods cditmgare
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number of messages sent per synchronization exchange betweeWBiNsthis is
an important measure, other components of the hardware platform staddmb
much more relevant in the power budget as communication overhead getsded
These overheads are particularly pronounced in the extremely low galgsahat
WSNSs try to achieve. In such scenario, a high precision and high fnegiueock
can quickly become the most significant energy consumer during sleep tirass,
invalidating any power gains made in synchronization accuracy.

Infrastructure : the SNs must cooperate to organize themselves into a network
and resolve contention for available bandwidth.

End-to-end-delivery. there is a need for localization algorithms to reduce la-
tency error as well as jitter, i.e. the unpredictable variation in transmission time.
Table 2 summarizes the magnitudes and distribution of the various delays in mes-
sage transmission [9].

Table 2. The sources of delays in message transmissions

Time | Magnitude | Distribution

Send and Receiveé-100 ms nondeterministic, depends on the processor
load

Access 10-500 ms nondeterministic, depends on the channel
contention

Transmission 10-20 ms deterministic, depends on message length

/Reception

Propagation 1 us for distances up todeterministic, depends on the distance be-

300 meters tween sender and receiver

Interrupt  Han{ < 5 us in most casesnondeterministic, depends on interrupts be-

dling but can be as high aing disabled
30us
Encoding  plug100-200 us, < 2 us|deterministic, depends on radio chipset and
Decoding variance settings
Byte Alignment | 0-400pus | deterministic, can be calculated

Message loss and message deliverfault tolerant algorithms handle message
loss by sending extra messages.

Network dynamics. in some WSNs the nodes are mobile. Mobility directly
loads to a frequent change in topology of the network, so self-colfijity is
used with aim to achieve synchronization.
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7 Up-To-Date Methods of WSN Synchronization

There are several reasons for addressing synchronization praml#/SNs. We
will point to two most important. First, SNs need to coordinate their operatiahs an
collaborate to achieve a complex sensing task. Data fusion is an examplehof su
coordination in which data collected at different SNs are aggregated iram-me
ingful results. Second, synchronization can be used by power saghgmes to
increase network life-time. For example, SNs may sleep at appropriate tighe, an
wake-up when necessary. When using power-saving nodes, thetehill sleep
and wake-up at coordinated times, such that the radio receiver of it isrned-
off when there is some data directed to it. This requires a precise timing between
SNs. Many different methods of time synchronization are in common use fétay
The well known synchronization protocols for wired networks, sucliNes
work Time Protocol (NTP), Precision Time Protocol (PTP), IEEE 1588u#
IEEE 802.1AS are usually not suitable for WSNs due to limited hardware and
energy resources available on SNs [4, 10]. To bypass these prohitemesent
years, several WSN specific synchronization protocols have bepoged. How-
ever most of them are focused on achieving high synchronizationawctor the
whole network without addressing the power consumption problem. We wilimr
WSN time synchronization methods into the following three categories [10]: a)
high accuracy; b) light-weight; and c) adaptive. A short descriptiostafhdard
protocols that belong to each of the aforementioned groups follows:

a) High-accuracy synchronization methods the following four protocols are
typical for this group.

al) Time-Stamp Synchronization (TSS) protocol[11] - transforms the
time of one network node to the time of another node whenever they
exchange time-stamped radio messages. After the reception of a mes-
sage with a time-stamp, the node estimates the time-stamp edge, and
then subtracts the time-stamp edge from the message arrival time. The
result of this subtraction is the time-stamp value which corresponds to
the receiver time.

a2) Reference-Broadcast Synchronization (RBS) protocdll2?] - a spe-
cial reference node sends radio messages to its one-hop neighbors,
which time-stamp the messages upon reception, and then exchange the
time-stamp values. Every node uses these values to compute instanta-
neous relative offsets of its clock with respect to the clocks of the other
nodes (excluding the reference node). The nodes compute theireelativ
clock drift rates by means of least-square linear regression.
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a3) Timing-sync Protocol for Sensor Networks(TPSN) [13] - works in
two phases. During the first, called level discovery phase, a spanning
tree is created in the network, i.e. to each node a level number is as-
signed. At the start the root of the tree at level 0 broadcasts a level
discovery packet which contains the root ID and level number. The
nodes receive that packet and assign themselves a level numbésr grea
by one than the level number of the received packet. In the second,
synchronization phase, the root broadcasts a special packet to initiate
synchronization.

a4) Flooding Time Synchronization Protocol(FTSP) [9] - floods the whole
network with messages, which contain values of the global time, i.e.
the time of the elected leader. The synchronization leader periodically
broadcasts synchronization messages containing its time-stamps. A
network node records its local time upon reception of a synchronization
message and forms a reference point, which contains global and local
time. When the node collects a sufficient number of referent points, it
computes the drift rate of its clock with respect to the leader clock using
linear regression.

b) Light-Weight Synchronization Methods - in general, accurate time syn-
chronization needs more complex computations and more frequent network
communications, which leads to an increased energy consumption. In or-
der to improve power efficiency by reducing the synchronization oe&the
related to communication and computation several efficient protocol are pro
posed [10].

bl) Tiny-Sync and Mini-Sync (TS/MS) protocol [14] - a hierarchy of
network nodes exists where each parent and child can exchange time-
stamped radio messages. In this case improvement of power efficiency
is achieved by reducing the synchronization complexity, and by enlarg-
ing the synchronization period.

b2) Lightweight Tree-based Synchronization (LTS) schemgl5] - saves
power by means of fewer radio messages and less complex computa-
tions are necessary for the time synchronization. Two LTS algorithms
perform periodic synchronization by exchanging a pair of time stamped
messages along edges of a spanning tree. In the first, centralized algo-
rithm, a reference node (i.e. root of the tree) synchronizes with its
single hop neighbors, then they synchronize with their children, until
all leaf nodes of the tree are synchronized. In the second, distributed
algorithm, network nodes decide on their own whether they need to be
synchronized. A node that requires synchronization sends a teiques
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the closest reference node.

c) Adaptive Synchronization Methods- TS/MS and LTS often include sep-
arate ad hoc synchronization methods, each of which is the most suitable
in certain scenario, depending on the required accuracy or number of a
tive nodes in WSN. However these parameters can change rather guickly
WSN [10]. Therefore it is desirable to have time synchronization schemes
that combine various specific algorithms and apply them selectively depend-
ing on the situation. Such flexible techniques should be able to keep track
on variable conditions and synchronize the SNs in most energy-effigagnt
[10]. Some of the protocols which belong in this group are the following.

cl) Adaptive Time Synchronization (ATS) protocol [16] - uses the min-
imum number of synchronization messages to achieve a required accu-
racy with a certain probability. Each of the dedicated SNs sends time-
stamped radio messages to a set of receivers. The receivers register
the arrival time of those reference messages, and use linear regressio
to compute the offset and drift rate of their clocks with respect to the
sender clock. Then they send the computed values back to the sender,
which uses this information to find its relative clock drift rate and to
broadcast it in a special packet to all receivers. After that, any pair o
receivers can compute their relative clock drift rates and offsets.

c2) Energy Efficient Time Synchronization Protocol (ETSP)[17] - min-
imizes the number of synchronizations, what depends on the number
of SNs requiring synchronization. This technique is based on the ob-
servation that receiver-receiver synchronization (used in RBfijines
less transmission than sender-receiver synchronization (used in)TPSN
when the number of SNs is small. On the contrary, the sender-receiver
approach is more energy efficient in large and dense WSNSs.

c3) Rate Adaptive Time Synchronization (RATS)[18] - multiplicatively
decreases and increases the synchronization interval within certain lim-
its depending on how many times the synchronization error exceeds the
user-defined bound.

More details concerning the principles of operation of all three groupsaf
tocols can be found in [7, 10, 19].

8 How to Prolong Lifetime of SN?

Lifetime refers to the time period for which a sensor network is capable sfrsgn
and transmitting the sensed data to the base station(s). In WSNs, thou$ands o
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nodes are powered with very limited supply of battery power. As a resutiniée
analysis becomes an important aspect to efficiently use the available energy
sensor networks using rechargeable energy, such as solar difetgiye analysis
helps the node to use energy efficiently before recharging. Lifetime sinahay
include an upper bound on the lifetime and factors influencing this uppeardoou
[20].

Sensor networks should operate with the minimum possible energy to increase
the life of sensor nodes. This requires power aware computation/comrtianica
component technology, low-energy signaling and networking, and paware
software communication. Design challenges encountered in the building BEWS
can be broadly classified into hardware, wireless networking, and @ig/aions
[3]. All three categories should minimize the power usage to increase thd ife o
sensor node. Hardware includes the design activities related to all e ¢hlat-
forms (MEMS, digital circuit design, system integration, and RF) that make u
sensor networks. The second aspect includes design of poweeftalgorithms
and protocols (energy efficient protocols for MAC and routing like thatwussed
in the previous section). The third relates to power management in sercges.no
Namely, additional power savings can be obtained by using Dynamic Poaer M
agement (DPM). The basic idea behind DPM is to shutdown (sleep modelNthe S
when not needed and get them back (wake up) when required. Gignd®lu-
tion, presented in this paper, is based on combination of DPM with timer logic as
programmable hardware unit.

9 Duty Cycling

In order to minimize the energy consumption of wireless sensor node differe
techniques for reducing power consumption are used [3]. Among thgneyling

has become a crucial one. The idea behind this is clear. Keep hardwatevin
power sleep state except on the infrequent instances when the haidwaeded.

In many design solutions this allows even the processor to be put into a loar pow
state for extended periods of time while only an external clock tracks time tetrigg
later wake-up [6, 7,20, 21].

However, clock stability represents a limiting factor for the duty cycling that is
possible in WSN using scheduled communications. Namely, when duty cycling is
implemented in scheduled communications it is very important for SNs to wake up
at the correct time so that they can communicate. During this, less stable clocks
require nodes to more frequently synchronize in order to cope with claétk d
In general, more stable clocks can be used to improve duty cycling capabilities
thus indirectly saving energy and reducing communication bandwidth, siase le
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frequent resynchronization are then needdd [

Currently available high stability clocks do not reduce power consumptien du
to the increased consumption of the clock. Therefore, bounds on eymzation
error and constraints on power consumption are important consideratimmsde-
signing WSNSs. The behavior of the frequency error largely depemtissounderly-
ing technology used to generate the clock signal itself. In general, twoaoengs
(see Fig. 1) are necessary to create oscillation, a resonating elemealoakd
driver [6].

The resonating element is responsible to create an oscillation. The element
itself however does not sustain the oscillation and, therefore, clock diiguit is
necessary to initiate and sustain that oscillation. More specifically, the ctoek d
provides both feedback (with gain 1 and total loop phase 2rm) and isolation to
the resonator. CMOS buffers or inverters are well-suited as clockmraince they
have high input impedance, high gain, and high bandwidth. Table Il suinesar
the characteristics of the most common resonating elements, as candidategbuildin
block of the clock circuit in sensor node [6].

Table 3. Comparison of different resonating elements

Type | Stability | Power | Cost

LC/IRC | 1000's of ppm | low | cents to fee

Ring oscillator | 1000's of ppm | low | cents to fee
Crystal 10's of ppm< 1 ppm if| low-high freq.| 10’s of cents to $s

controlled dependent

Crystal oscillator| < 1 ppm to 10's of ppm | medium-high |$ s to 10's of $s

MEMS resonator| 10’s ppm to 100's ppm | high | 10's of cents to $s

It comes as no surprise that most research aiming at prolonging the lifetime of
WSNs focuses on limiting the radio operation of their devices. Indeed, the ra
circuit of some sensor devices are measured to consume three ordegrofuda
more power than the rest of the hardware (CPU, memory, etc), either thiben
radio is in transmitting or receiving mod@, 3, 20].

The main way to limit the operation of the radio is to limit the time for which
the radio circuitry is switched on. This implies intermittently switching the radio
on and off. The periods during which a node’s radio is on or off a@mas its
active and inactive period, respectively. The fraction of the time thatia’aoadio
is on, is known as the duty cycle (DC). That is

DC — Tactive _ Tactive (5)
Tactive+ Tinactive T
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For example, a node that is active for 10 ms every second has a dutyotycle
_ 10ms 10
1000ms

The duty cycled-based operation of the nodes makes the synchroniaftien
active periods of their frames essential. Nodes whose active periaus dwerlap
cannot communicate with each other. In this paper we focus on the prololem h
for a given clock oscillator, and as small as possible duty cycle, to praddect
synchronization of the sensor node within the WSN.

10 Low Power MCU for SN

The battery-powered SNs ( developed as small intelligent devices in hplart-
tions, oceans, rivers, streets, and highways to monitor the real-waosildbement)

in which the battery must lost for up to ten years (frequent battery raplace
is undesirable) are applications for which power consumption is very imgorta
As these devices become increasingly power-conscious, the neadddrmower
management becomes equally significant and demand for usage of ult@ie@v p
microcontroller unit (MCU), as SN’s constituent, is rising. The choice of WMC
is critical, too. In a attempt to prolong battery life, software engineers godatgr
lengths to optimize code, minimize memory accesses, etc. Hardware engmeers f
cus on ways to shut down unused circuitry, ensure that all quiscergnts and
leakage paths are minimized, and maximize power-supply efficiency [21].

In many battery-operated applications, the MCU does not run continondly a
peripherals may be idle most of the time. For those applications, sleep mode may
represent the lion’s share of power consumption and is the vital paratoeten-
sider. In sleep mode, the MCU core, internal memory, RF transmitter, selesar
tronics, and other interface logic are switched off, program executapsswhile
specific clock supply and associoated peripherals continue to run. igbesh
power savings are possible by frequently switching the MCU to sleep meée (s
Figure 3) [21].

Fig. 3. Active mode vs Sleep mode.

At the basic level, MCU consumption can be defined as the sum of the follow-
ing:
Total_powerconsumed= Active mode power
+ Sleepmode power

(6)
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However, another important metric to keep in mind is the amount of time it
takes for an MCU to transition from a standbay state into an active state asd vic
versa. Since the MCU cannot do any useful processing until all ofitfimband
analog components are fully settled and operational, it is important to add this
(wasted) power when calculating total power consumption (see Figure 4).

Total_powerconsumed= Active mode power+ Sleepmode power

7
+Wakeup_power+ Shutdown power 0

Power4

consumed
Tinct I Tactive I
. o
active i
---------------------- ity |
power | | | |
| | | 1
| | | 1
| | power ]
: |consumed | ;
average _ | L_f___1 durng 1 __\ 1
power a | Tactive | "
| I mode mwasted\!
sleep } ! L duri
power ! during | i
power consumed | 9 I shut- !
during sleep mode | wake-up! | down |

Time
Fig. 4. Power budget.

If the sensor uses a battery rated at 750 mAh, the SN must draw less than
(750 mAh / 70080 h) 10. 1A average current to provide eight years of battery
life. Since the SN can spend most of the time inactive, the designer must use
a power budget, i.e., to determine the correct duty-cycle as a ratio between lo
power and active modes in order to calculate the average power consnraptio
battery requirements.

A short discussion on each of power consumption components will help high
light the types of issues systems designers need to be aware when attempting to
select the best MCU solution for their SN designs.

Active mode power For a CMOS logic gate, the dynamic power consumption
is given by the following equation:

Activemodepower=C x V2 x f (8)

whereC is the load capacitanc¥, is the supply voltage, andl is the switching
frequency.

The capacitance term is a function of the design and processing teckinolog
being used, and the frequency term is a function of the application’egsot re-
quirements. The supply voltage has a major impact on the overall powearrneds
by the SN.
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Advanced power architecture, such as on-chip low drop-out lindeg®regu-
lator, voltage islands, dynamic threshold voltage control, etc., can be ussne
tain a constant active current over the full operating voltage rangecandelp
systems designer to achieve a significant savings in power consumptjon [22

Sleep mode power To save energy in WSN it is a desirable to keep SNs in
low-power state, if not turned off completely, for as long as possible. &dvare
is often designed with this goal in mind; processor have various “sleepé&mod
is capable of powering down high-energy peripherals when not in use.

Running the MCU at full-speed all the time will never lead to a truly low-
power design even if the lowest-power MCU is used. The biggest paavimgs
are only possible by frequently switching the MCU to a low power sleep state
from normal state and vice-versa. The MCU is switched into low-power rbgde
configuring bits in the status and control registers, i.e. by issuing a sleemand
over the bus. Achieving maximum energy efficiency (and battery life) lates
into ensuring that each MCU task consumes the minimum possible current at the
minimum possible voltage for the shortest possible duration, so that the device
spends the majority of its time in very low-power sleep mode. The sleep, or low
power mode, vary in degree to which the MCU is aware of its surroundinds a
the different clocks that the SN must keep runing. The more common sleegsmod
are ldle mode, Power Save, and Power Down [23]. Idle mode is a shdkep s
mode where only parts of the SN are shut down but the main parts of the MCU
are running. In Power Save mode, everything is turned off exceptidd3Zlock
running from a crystal to keep track of the time. It allows only the base timer or
watch prescaler to work. The operating clock for the MCU and periphesaurces
is stopped in this mode to reduce the power consumption. In Power Down mode,
everything is is shut down, including the clock source. All clocks are tialiat
the MCU status, RAM and register contents are preserved. It has thstloweent
consumption and only external interrupts can wakeup MCU from PoweynDo
mode [23].

The advantage of having multiple sleep modes is the flexibility it provides to
shut down any part of the SN that is not absolutely necessary to thédnrat
hand. The amount of power that can be saved depends on the modadeihg

Most vendors offer different standby low-power option. Most digop will
highlight their absolute lowest sleep mode current, which will often coomrgpo
the current being consumed with the real-time clock and brownout deteotir-
uous supply voltage monitoring) disabled. Some vendors will go a step fatite
guote a shutdown mode current that does not retain memory and requéssta
to wake up, which in general is not a very practical mode [3, 23]. Thezesince
most applications will require full RAM and register retention, it is importamt fo
a system designer to perform a side-by-side comparisons based aildingnig
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metrics [23]:

1. Sleep mode current with real-time clock and brownout disabled (with RAM
retention),

2. Sleep mode current with real-time clock disabled and brownout enabled,
3. Sleep mode current with real-time clock and brownout enabled.

A system designer can then use the corect values when calculating tladl ove
sleep mode power budget based on the duty cycle of their application.

Wake-up and shut-down power mode In systems that use sleep mode a sig-
nificant amount of power can be wasted waking up (shut-down) the Si¢drapar-
ing it to acquire or process data. In fact, in certain applications an SNftamuse
just as much energy when comming out of sleep (standby) as when the @l is f
processing data. Therefore, it is important to design an SN to wakeiup@swn)
and settle in an extremelly short amount of time in order to minimize the amount
of time spent in an energy-wasting state.

The SN, ie. the MCU, should be able to exit sleep mode from either an ekterna
trigger or an interval timer. The most flexible periodic wake-up (shut-deearce
is a real-time clock having the capability of being run from an external drysta
oscillator or from a low-frequency internal ring oscillator that eliminates #edn
for a crystal in lower-accuracy applications, like that used in agricultéwid
using a slow-starting crystal oscillator for high-speed clock; an ateucmick-
starting, on-chip oscillator is a better alternative.

Something as conclusion concernig selection of low-power MCWBlaving in
mind that every SN application will be affected by the combination of sleep mode
power, active mode power and wake-up and shut-down mode powew liertzelp-
ful for systems designers to simply start any analysis by sistematically bgeakin
down the power consumption numbers into the parts afore mentioned. Osee the
numbers have been derived, a system designer can then factor irptioatign’s
duty cycles - the amont of time the application expects to spend in sleep, active,
wake-up and shut-down modes - to calculate an overall average cotisamgpm-
ber. The resulting value should provide the system designer a closexapption
that can be used to objectively evaluate and compare SN alternativesdoesitte
lowest possible system-level power consumption.

The primary factor of low-power modes is that recovering (wake-up)noie
mal operating modes and returning to low power mode can impose a significant
delay. Therefore, a key feature to look in any MCU is the shortest wakand
shut-down time. MCU wake-up time from some low-power modes should be fast
enough to meet the response times of interrupts. Taiabeis approximatyely 3.5
ms With Twake-up =1.4 MS,Tshut-down = 1 ms with PLL stabilization of 1 ms, and
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gear-up time of about 7fs. This illustrates the ability to optimize the design for
low-power while having a flexible architecture in the MCU that helps to achieve
high-performance and low-power consumption.

11 Battery Issues

From the system’s perspective, a good micro-battery should have thwifajlo
features [21]: 1) high energy density; 2) large active volume to pangaglume
ratio; 3) small cell potential (0.5 - 1.0 V) so digital circuits can take advastafie
the quadratic reduction in power consumption with supply voltage; 4) effigien
configured into series batteries to provide a variety of cell potentials faous
components of the system without requiring the overhead of voltage iters/eb)
rechargeable in case the system has an energy harvester.

A number of small batteries are being developed until now for wireless commu-
nications. It seems that three cell chemistries currently dominate the growrigrg w
less sensor network application market: Nickel-Metal Hydride (NiMH), Lithiu
lon (Li-lon), and Lithium Polymer (Li-polymer).

Each battery type has unique characteristics that make it appropriate, or in
appropriate, for a SN. Knowing the specific characteristics of eacltleethistry
in terms of voltage, cycles, load current, energy density, charge timeliscithrge
rates is the first step in selecting a cell for a SN. The following discussies gi
short overview of the characteristics, strengths, and weaknessastobf the three
cell chemistries.

The crucial battery parameters are given in Table 4 [3,24-26].

Table 4. Battery types

Type | Voltage |  Energy density| Specific energy| Self discharge
Lead-Acid 20V 60-75 Wh/dn? 30-40 Wh/kg | 3-20 %/month
Nickel Cadmium 1.2V | 50-150 Wh/drd 40-60 Wh/kg 10 %/month
Nickel Metal Hybrid 1.2V | 140-300 Wh/dm 30-80 Wh/kg 30 %/month
Lithium-lon 36V 270 Wh/dn? 160 Wh/kg 5%/month
Lithium-Polymer 3.7V 300 Wh/dn? | 130-200 Wh/kg| 1-2 %/month

The volumetric energy density of Lithium-ion batteries is within the interval

W,
We = v_e = (0.90+-2.23)MJ/L or

1
h
= (250+ 620W -

whereW; is accumulated electrical energy avidis active volume in liter [24, 25].
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If we assume thate = 2 MJ/L, the useful volum¥; = 10° L and the nominal
battery operating voltage (average potential differencEpis 3.6 V then we have

1. The accumulated electrical energy into a form of chemical energy is
Wep =WeVg =2x 1P x 10° =2x 103 ]

2. The electrical energy which, from battery with nominal operating voltage
Eg = 3.6 V during the battery life-timég, is delivered in a form of work, for
an average current &f = 8 uA, is equal to

Ee = Eplatg = 3.6 x 8x 10 % x tg

ForWeh =W it is possible to determine the usage battery time

2x10°
__ XU 69444444
B=35x8x1006 O S

Since in one year we have 36824 x 3 600= 31 536 000 s, by dividing with

this value we obtain 60 444 444
In Table 5, for different values of average circuit curréyt the battery life-

timestg, are calculated.

ts

Table 5. Battery operating characteristic

la HA | tg [years] | ks | Krs | Nm

2.74 6.429 4380 | 0.99 | 14741077
5 3.523 2400 | 0.99 | 8080 096
8 2.202 1500 | 0.99| 5050347
10 1.726 1200 | 0.99| 4041195

The current saving factoks, as a metric, corresponds to the ratio between the
maximum,lnhax and average currenty, of the sensor node. Fdg = 8 uA and
ks = %X — 1500 (9)
a
The relative current saving factor is defined as the following ratio

Ko = Imax— 12 (10)

| max

Forly = 8 uA andlhax= 12 mA we obtairk,s = 0.99.
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The total number of measuring cycles @€ = 103, Ny, is given by

Ny = 2 (11)
tcycle
Forla =8 UA, teyce= 13.75 s, number of transmitted bytes per packet 64, and data
transfer rate 50 kbps, we haMg, = 14 741 077.
In Table 5 calculated values fég, ks andNy,, for different average curremy,
and fixedDC andtcycje are given.

12 Workload Profile of Sensor Node

As is shown in Fig. 5 a typical workload profile for SN consists of two distinct
phases [27]:

1. Low workload - corresponds to the state of a wireless SN in the absénce
intruders. SNs periodically wake-up, sample their sensors in order totdete
any intruders, and, in their absence, go back to sleep. To cope with high
energy efficiency in this phase a SN should provide: a) ultra low powepsle
mode; and b) rapid wake-up capability.

2. High workload - represents the state when intruder activity is detecigd. D
ing this phase the SN performs significant amount of computation and com-
munication with other SNs.

power

& conzuption .
s high worldoad

low workload low workload

o
fime

sampling sensorg.

shutdown
period

y » -3
deep period :EF: 1x10 — duty cycle

Fig. 5. Two phases of SN’s operation.

The following two approaches are used for reducing energy constmed
SN [28]:
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1. duty cycling - consists of waking-up the SN only for the time needed to ac-
guire a new set of samples and then powering it off immediately afterwards;

2. adaptive-sensing strategy - is able to dynamically change the SN activity to
the real dynamics of the process.

Power consumption is the product of operating voltdge—= Ve, multiplied
by the current consumptiolsc. Usuallylcc is the only measure while describing
power characteristics of a SN or the chip. This is a mistake because siagh¢a:
directly reduces the current consumption and the overall power gaiowlpower
designs, the average current consumptigndetermines battery life.

13 Implementation of Duty Cycle Technique

As we have already mentioned radio duty-cycling has received sigrtifattan-
tion in sensor networking, particularly in the form of MAC protocols and togyp
management.

The dominant factor that prevents the optimal usage of the radio in relalydep
ment settings is time uncertainty between SNs. Existing duty-cycling techniques
use a variety of approaches to deal with time uncertainty. BMAC [29] uses a
asynchronous technique that involves no time synchronization or cltickagi®n.
Instead, each packet is transmitted with a long preamble which is chosethatich
the receiver would wake-up some time during the preamble (see for exaigple F
ure 6). This incurs significant transmission overhead. For example, Wwith%

Packet ready

@Tx E Rx ready Lislening\
i A

1
Rx i
T ]
Preamble HL_ﬁb | /Payload
Async Tx
H i
1 1 1
7l 1 71 &1
1
Sync Tx 5 !
—» e Drift

Fig. 6. Transmission mechanisms.

duty cycle a preamble of 250 bytes is used to transmit a 29 byte payload. Other
techniques such as SMAC and TMAC [29] use synchronized technighese
explicit time synchronization beacons are transmitted periodically betweeh-neig
boring nodes. This enables the transmitter to turn on the radio at the right momen
(see Figure 6) but the inability to deal effectively with time varying changes in
clock drift force these techniques to resynchronize frequently. €fbies, existing
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radio duty-cycling approaches expend a lot of energy in handling timertaiaty
between SNs.

Typical frequency skew 0£30-50 ppm due to manufacturing variations, and
additional+10-20 ppm due to temperature variation, and an exponentially decreas-
ing 3 ppm per year are common [30]. These frequencies skews resulaiivee
clock disproportion between SNs, and, as a result, SNs must includetgua,
equal to the maximum drift, which grows linearly with the interval between com-
munications [6, 30]. Lessew (Af/f in Hz/HZ) be the frequency skew afigh be
the total packet period, than the minimum guard time becomes

tguard = 2Sskewltot (12)

If it takestsp time to send a packet, then the total transmission time will be
_ 2Sskewltot +tsp

DC
Ttot

(13)

which can be simplified to

t
DC = 2Sgent % (14)
tot

Equation (14) establishes a lower bound &fig, on the DC and points to
three solutions how to reduce radio on-time [30]. The first solution is baised-
ducing the frequency skew with higher tolerance crystal oscillatorseptwngry
temperature-compensated crystal oscillators, or improved calibration.cénde
solution is to reduce the packet transmission time by increasing the radio. speed
Reducing radio wake-up and shut-down times is also preferable. Thesthirtion
deals with decreasing the data rate by increasing the communications period.

Most of the proposed techniques for time synchronization ignore therpowe
overhead that a time synchronization protocol introduces. In genesadybtem
needs less than 10 ms accuracy, then a time synchronization of up to 100{-s is
ficient to guarantee such approaches. In most systems, this interval lislanger
than the communication interval necessary to transmit sensor data fromdés no
to a fusion center and we can assume that the overhead of time synctiooniza
in these scenarios is minimal. However, if high accuracy is needed thersynch
nization intervals have to be of the order of tens of seconds. In thees,dase
synchronization could be piggy-backed on regular messages, onlyucing a
small message overhead of the order of a timestamp.

As we have already mentioned each within WSN has its own clock oscilla-
tor. From metrological point of view the relative measuring inaccura€iesf the

oscillator is in order of
At -
& = = 10 (15)

W
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wherelt corresponds to absolute measuring inaccuracy during the observed time
interval of duratiorty,.
According to eq (15) it is possible now to form the following two equations:

and K
2
tw=—+ 17
By adding equations (16) and (17) and dividing by two we obtain
1 ko
=1 [klAt n W} (18)

From the condition t,/d(At) = 0 we determine the constakat
ko, = At (19)

Having in mind that the left sides of eqs (13) and (14) are identical, and by
substituting the result derived in eq. (16) we obtain

1
kl = W (20)

By substituting the results obtained in egs (19) and (20) into (16) we obtain

At
tw klkz 5r(t) (21)

According to eq. (16) we can conclude that the minimal width of the time
windowt increases as the error of clock readikigncreases (refer to Figure 7).

In a similar way, equation (17) points out to the relative clock error dsarga
as thet,, width increases (refer to Figure 8).

As a conclusion we can say that: the minimal width of a time windgpwe-
pends of the relative oscillator erréy(t) for a given valueht.

14 Conclusion

Clock synchronization is a critical component in the operation of WSNs as-t p
vide common frame to different nodes. WSNs make heavy use of syrizadon
time, but often have unigue requirements in respect to lifetime of SN, precision
of synchronization achieved, as well as the time and energy requirechievac

it. Existing time synchronization methods need to be extended to meet all these
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Fig. 8. Dependency dfy in term of relative clock inaccuracs (t) for a given
value ofAt.

needs. During this, choosing the right clock for a SN is an important fdotor
overall performance of SN, and WSN, too. In general radio operationinates

the SN power budget. Even at low duty cycles of approximately 1 to 2% radio
operation is about an order of magnitude more expensive than all otbeatmms
combined (data manipulation by the MCU, AD and DA conversion, etc). Hence
lifetime improvements will require substantial reductions in radio on-time. Our
analysis shows that the power aspects of clocking subsystems areviadt &md

that sometimes a simple assumption, like more stable clocks will save power in
smaller guard band, have to be investigated carefully before taken or Trois
work is concentrated on the better understanding of the link between chmtks
power. In focus of our interest were radio duty-cycles for low-rataaollection
applications, including polled radio operation (periodically samples the ehfom
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radio activity and power-down the radio between successive samplésched-
uled radio-operation (establishes well-known and periodic time intervala Wwise
legal (or illegal) to transmit). Our proposal is to use piggy-backing as theegs
of combining the data fusion messages with messages that carry synetimomiz
data among nodes. Instead of sending independent clock synchimminzes-
sages, these messages are piggy-backed on the data fusion mesaialgagetiio
be send to the SN. Piggy-backing is clearly advantageous because &u#Soften
subject to limited communication bandwidth and power-consumption constraints.
Further research has to be done on the link between clock stability andets eff
on time synchronization. Currently, s seems to be the lower and of what is
possible for time synchronization in WSN with current technology [31]. Futu
research will show why this is the case, and where the bottlenecks amelento
break this barrier. The challenge will definitely lay in providing such aacias
while still maintaining the low-power requirements given by the power conssrain
of WSNs [31].

Acknowledgement

This work was supported by the Serbian Ministry of Science and Tecigalo
Development, Project No. TR-32009 - “Low-Power ReconfigurabldtFeolerant
Platforms”.

References

[1] S. SolomanSensors and Control Systems in Manufacturinglew York: McGraw
Hill, 2010.

[2] A. Hac,Wireless Sensor Network Design<Chichester: John Wiley & Sons, 2003.

[3] M. Stojcev, M. Kosanow, and L. Goluibow, “Power management and energy har-
vesting techniques for wireless sensor nodesProc. of IX International Conference
on Telecommunications in Modern Satellite, Cable and Braating Servicesol. 1,
Nis, Serbia, Oct. 7-9, 2009, pp. 65-72.

[4] E. Serpedin and Q. M. Chaudha8ynchronization in WSN: Parameter Estimation,
Performance Benchmarks and ProtocolsCambridge University Press, 2009.

[5] Q. Yik-Chung Wu Chaudhari and E. Serpedin, “Clock symetization of wireless
sensor networks,JEEE Signal Processing Magazineol. 28, no. 1, pp. 124-138,
Jan. 2011.

[6] T.Schmid, R. Shea, Z. Charbiwala, J. Freidman, and M.r&aStava, “On the inter-
action of clocks, power, and synchronization in duty-cg@denbedded sensor nodes,”
ACM Transactions on Sensor Netwarisl. 7, no. 3, pp. 24.1-24.19, Sept. 2010.

[7] B. Sundararaman, U. Buy, and A. D. Kshemkalyani, “Clogkchronization for
wireless sensor networks: A surveyt Hoc Networksvol. 3, no. 3, pp. 281-323,
2006.

[8] J. Syh and M. Horton, “Powering sensor networdEEE Potentials vol. 23, no. 3,
pp. 35-38, Nov. 2004.



Clocks, Power and Synchronization in Duty-Cycled Wireless Sensoe®No@07

[9] M. Maroti, B. Kusy, G. Simon, and A. Ledeczi, “The flooditigne synchronization
protocol,” in Proc. of the 2nd International Conference on Embedded Nétdo
Sensor Systems, SynSysBdltimor, Maryland, USA, Nov. 3-5, 2004, pp. 39-49.

[10] A. Ageev, “Time synchronization and energy efficienayiireless sensor networks,”
Ph.D. dissertation, DISI - University of Trento, Mar. 2010.

[11] K. Romer, “Time synchronization in ad hoc networks,”’Rroceedings of the Inter-
national Symposium on Mobile Ad Hoc Networking and ComputviobiHoc 01)
Long Beach, CA, USA, Oct. 2001, pp. 173-182.

[12] J. Elson, L. Girod, and D. Estrin, “Fine-grained netlwtime synchronization using

reference broadcasts,” ifroc. Symposium on Operating Systems Design and Imple-

mentation (OSDI)vol. 36, Boston, MA, USA, Dec. 2002, pp. 147-163.

[13] S. Ganeriwal, R. Kumar, and M. B. Srivastava, “Timingies protocol for sensor net-
works,” in Proc. International Conference on Embedded Networked@eBsstems
(SenSys)Los Angeles, CA, USA, Nov. 2003, pp. 138-149.

[14] M. L. Sichitiu and C. Veerarittiphan, “Simple, accugatime synchronization for
wireless sensor networks,” Proc. Wireless Communi-cations and Networking Con-
ference (WCNC 2003yol. 2, 2003, pp. 1266—-1273.

[15] J. van Greunen and J. Rabaey, “Lightweight time synuizedion for sensor net-
works,” in Proc. ACM International Conference on Wireless Sensor Netsvand
Applications (WSNAXSan Diego, CA, USA, Sept. 2003, pp. 11-19.

[16] S. Palchaudhuri, A. K. Saha, and D. B. Johnson, “Ada&ptilock synchronization
in sensor networks,” iProc. International Symposium on Information Processing i
Sensor Networks (IPSNpr. 2004, pp. 340-348.

[17] K. Shahzad, A. Ali, and N. D. Gohar, “ETSP: An energy-@#nt time synchroniza-
tion protocol for wireless sensor networks,” Rroc. International Conference on
Advanced Information Networking and Applications (AINAW®ar. 2008, pp. 971—
976.

[18] S. Ganeriwal, D. Ganesan, H. Shim, V. Tsiatsis, and MSBvastava, “Estimating
clock uncertainty for efficient duty-cycling in sensor netks,” in Proc. Interna-
tional Conference on Embedded Networked Sensor SystemSy&jeSan Diego,
CA, USA, Nov. 2005, pp. 130-141.

[19] F. Sivrikaya and B. Yener, “Time synchronization in sennetworks: a survey,”
IEEE Networkvol. 18, no. 4, pp. 45-50, 2004.

[20] V. Raghunathan, C. Schurgers, S. Park, and M. SrivasEmergy aware wireless
microsensor networks, IEEE Signal Processing Magazim,”19, no. 3, pp. 40-50,
Mar. 2002.

[21] J. E. Elson, “Time synchronization in WSN,” Ph.D. digs#ion, University of Cali-
fornia, Los Angeles, 2003.

[22] M. Salas. (2011, May) Low power design basics: How toad®the optimal
low power MCU for your embedded system. [Online]. Availabldttp://low-
powerdesign.com/PDF/Low-Power-Design-Basics.pdf

[23] R. Dasgupta. (2011, May) Low power MCU selection ciderand sleep
mode implementation using hardware/software codesigmntgae. [Online].
Available: http://www.eetimes.com /design/industgalatrol/4014277/Low-power-
MCU-selection-criteria-and-sleep-mode-implementatio

[24] F. PistoiaBattery operated devices and systems: From portable eleicts to indus-
trial products Amsterdam: Elsevier, 2008.

[25] (2011, May) Lithium-ion battery. [Online]. Availablenttp://en.wikipedia.org/wiki/
Lithium-ion_battery#citenote-greencarcongress-1



208 M. StojCev, Lj. Golubove, and T. R. Nikolt:

[26] E. Jens, “Low-power design methodologies for embeddeztnet systems,” Ph.D.
dissertation, EISLAB, Lulea University of Technology, Siea, 2008.

[27] V. Raghunathan, S. Ganeriwal, and M. Srivastava, “Eymgr techniques for long

lived wireless sensor networkdEEE Communication Magazingol. 44, no. 4, pp.
108-114, Apr. 2006.

[28] C. Alippi, G. Anastasi, M. Di Francesco, and M. RoverEriergy management in

wireless sensor networks with energy-hugry senstE&EE Instrumentation & Mea-
surement Magazineol. 12, no. 2, pp. 16—-23, Apr. 2009.

[29] S. Ganeriwal, D. Ganesan, H. Sim, V. Tsiatsis, and M. BvaStava. (2011,
May) Estimating clock uncertainty for efficient duty-cyalj in sensor networks.

[Online]. Available: http:/nesl.ee.ucla.edu/fw/doocamts/journal/2008/Ganeriwal
08_TNET.pdf

[30] P. Dutta, D. Culler, and S. Shenker. (2011, May 20,) Rasination might lead
to a longer and more useful life. [Online]. Available: hifjteseerx.ist.psu.edu/
viewdoc/download?doi=10.1.1.93

[31] T. Schmid, R. Shea, J. Friedman, Z. Charbiwala, M. Bv&tava, and Y. H. Cho.
(2011, May) On the interaction of clocks and power in embedsiensor nodes.
[Online]. Available: http://nesl.ee.ucla.edu/fw/thosfechmid2009techreport.pdf



