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Abstract In Digital Versatile Disc systems [3] the low frequency content
of the channel modulation code needs to be minimized in order to reduce
interference with the tracking servo system. The modulation code standard
for DVD is so called Eight-to-Fourteen Plus (EFM+) code, which is a rate
8/16 runlength limited (d,k)=(2,10) four state code. The task of constructing
simple runlength code capable of controlling low frequency content is diÆcult,
and the careful look at the EFM+ code reveals several 'tricks' that made it
possible. Certainly the most important of them is the code 'multimodality',
which means that the choice of the output word is depends not only on the
�nite state machine state and the input word, but also of some external
quantity (in the EFM+ case it is the running digital sum (RDS)). The
DVD speci�cations [10] de�ne the EFM+ decoder, but leave large freedom in
construction of the encoder. More precisely, the encoding rule is considered
valid as long as decoder can decode codeword properly. This motivated the
question whether it is possible to �nd better codeword selection rule then
the rule described in original EFM+. This paper shows that the answer is
positive, and describes an EFM+ like modulation code which provides very
eÆcient low-frequency spectral content suppression in the coded signal. An
anticipation is introduced in the encoding algorithm, so that the selection of
the codewords is based on permanent control of the recorded sequence RDS.
The selection of the optimal codeword in the algorithm is performed by using
the trellis searching algorithm for the RDS control and optimal codeword tra-
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cking. The papers also gives the code analysis, the comparison with theoret-
ically achievable performances and describes in detail hardware implementa-
tion of the encoder.

Key words: Coding format EFM++, DVD, encoding algorithm, trellis
searching algorithm.

1. Introduction

EFM+ [3] is a modulation code used to transform an arbitrary sequence
of input data to the sequence with special runlength properties required
for recording on the Digital Versatile Discs (DVD). Speci�cally EFM+ is
an (d; k) = (2; 10) code, which means that runlengths of consecutive like
symbols in the precoded stream are in the range [d + 1; k + 1]. Parameter
d controls the highest transition frequency while the parameter k ensures
adequate frequency of transitions for synchronization of the read clock. The
EFM+ coding rule is de�ned by a state �nite automaton. The state and
the output functions of this automaton are de�ned so that for some input
words there exist an alternative next state and alternative output word.
The exibility in the choice of the mapping the input to the output word
(so called the code multimodality) is introduced in order to control the low
frequency content of the coded signal. The exibility in the automaton next
and output functions can be viewed as a existence of variety of valid code
sequences corresponding to the same input sequence. The term "valid" is
used in strict sense here, meaning that the codeword sequence is decodable
by the original EFM+ decoder. In other words in all our considerations we
assume that the decoding algorithm is �xed and that changes are allowed
only in encoder. Suppression of the low frequency spectral components is
employed in the DVD system primarily to reduce interference of the low-
frequency components with the low frequency signals in the tracking servo
systems. According to Immink [3], the servo system is the Achilles' heel of
the player as errors correction is totally useless if track or clock loss occurs.
Further, the control of the low frequency content of the recorded signal
is important for automatic gain control during detection. Finally, if the
recorded sequence is dc-free (this notion will be de�ned more precisely later),
then the low-frequency disturbances resulting from �ngerprints on the disk
can be �ltered out without distorting the data signal itself.

Low-frequency content of the recorded signal is closely related to the
running digital sum (RDS) of the recorded sequence. Famous RDS theorem
[7] establishes the equivalence between spectral zero at zero frequency of
some stream and �nite range of values that RDS of the stream can take.
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The original EFM+ coding rule is such that it controls RDS. In the basic
variant of the EFM+ code the choice of the input to output word mapping
is such that that the selected output word minimally increases the RDS
at the end of the current word. In this way RDS is always in the range
[�RDSmax; RDSmax], where RDSmax is several hundreds1.

It is easy to see that look-ahead algorithm can provide further improve-
ment in RDS control. Look-ahead means that choice of the codewords is
based on the RDS after several codewords (at the end of the look-ahead
window). Two variants of the EFM+ code with one and two codeword look-
ahead have been proposed [3]. As we will see one codeword look-ahead this
method is equivalent to the Fano trellis search algorithm [11, pp. 334-344]
which traces only two alternative path trough trellis de�ned by the encoder
�nite automaton.

Two-word look-ahead is analyzed in [3], and it is shown that it can
provide 3dB decrease of the power spectral density (PSD) at low frequencies
[3]. No solution for the look-ahead EFM+ encoder has been presented. For
all look-ahead methods the minimization function (or metric) is the value of
RDS at the end of look-ahead window.

This paper describes an EFM+ like code, named EFM++, that pro-
vides an improved way of suppression of the spectral content of the coded
signal. The idea motivated the research reported in this paper was to use
inherent trellis structure of the code for permanent RDS control by an eÆ-
cient trellis search algorithm. The modi�cation of the EFM+ code, proposed
in this paper, is twofold: Firstly, an anticipation is introduced in the coding
algorithm so that selection of the codeword is not based on the local, but
on the global optimality criterion of recorded sequence RDS. More pre-
cisely the trellis search metric that shows the best performances is based
on the control of the second order RDS (de�ned later). It should be noted
that the notion of anticipation of our algorithm di�ers from Immink's one in
sense that our metric takes into account not only the �nal RDS value at the
end of anticipation window, but more complex value capturing the behav-
ior of RDS inside the window. Second modi�cation is that the selection of
the optimal codewords in the algorithm is performed by the eÆcient trellis
searching algorithm.

We describe several variants of EFM++ code with di�erent RDS con-

1Some parameters of the EFM+ are easy to calculate from the coding table, but
since full coding table is not a public information, the authors are forced to avoid giving
more details then in [Immink].
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trol strength, and give the spectral analysis of these variants. We also pro-
pose the hardware realization of the EFM++ encoder. Section II gives the
basic de�nitions related to the spectrum and RDS properties of the codes
with low frequency spectral control (usually called dc-free codes). This sec-
tion also explains the motivation of whole research and expected results.
Section III is devoted to the explanation of the variants of EFM+ encoding
algorithm. Section IV gives an review of strategies and possible modi�cations
of the original EFM+ coding scheme that can be used to improve low fre-
quency content suppression in the coded signal. In Section V the introduced
EFM++ coding format is described. Di�erent variants of the EFM++ codes
are discussed and compared in terms of their encoding trees, path metrics
and trellis search algorithms. Two search algorithms are considered: with
block look-ahead window and with sliding window. The basic hardware
structure of the encoder is presented. In Section VI the performance evalu-
ation of EFM++ code is given. The study of auxiliary performance param-
eters �RDS and �RDS2 is given. These parameters are used in the process
of code design. Power spectral densities of two existing EFM+ encoding
methods and EFM++ are calculated and compared at low frequencies. In
Section VII the hardware structure and complexity of a window look-ahead
EFM++ is analyzed. A comparison is given between so called free-running
mode, where there is no limit in the trellis search depth, and the �xed output
rate mode where trellis search is limited by speed of whole circuitry. Section
VII gives some conclusions.

2. De�nitions and Theoretical Boundaries

2.1 Finite automaton model of the encoder

The block diagram of a modulation encoding is given in Fig. 1. The
input of the modulation encoder is a sequence fx(k)g of the binary source
words of length m (k denotes discrete time). As a response to each input
word x(k), the modulation encoder, according to its encoding algorithm,
generates the binary output codeword y(k) of length n. We reefer to the
ratio R = m=n as a code rate. For EFM+ code m = 8, n = 16, and
R = 1=2. Note that there might be a delay, l, in the modulation encoder,
so that it is more accurate to denote the response to the x(k) by y(k+l), but
since the delay does not a�ect the function of the blocks, we will assume
l = 0.

Commonly a modulation code rule is described by a �nite automaton.
The �nite automaton is de�ned by next-state function N , N : S �X ! S,
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Fig. 1. Finite automaton model of a modulation encoder.

and output function O, O : S � X ! Y , wherein X, S and Y represents
the set of all source words, the set of �nite automaton states and the set of
codewords, respectively. In optical recording Y is a binary alphabet f0; 1g.
Typically, the codeword sequence fy(k)g is precoded so that symbol 1 in
the fy(k)g causes the transition in the precoded stream. For example if
y(k) = (0001000100000000), then precoded version of it can be z(k) = (�1�
1� 1 + 1+ 1+ 1+ 1� 1� 1� 1� 1� 1� 1� 1� 1� 1) or z(k) = (+1+ 1+
1� 1� 1� 1� 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1), depending on the last
symbol in the z(k�1).

2.2 Statistical properties of the sequences

generated by �nite automata

Consider bipolar channel sequence fa(k)gk>0 (bipolar means that a
(k) 2

f�1;+1g). Running digital sum (of order 1) of the fa(k)gk>0 is de�ned as

�(k�1) = �(k�1) + a(k); �(0) = 0

Running digital sum of order N is de�ned as

�
(k)
N = �

(k�1)
N + �

(k)
N�1; �(0)n = 0;

wherein �
(k)
0 = a(k) and �

(k)
1 = �(k).

Running digital sum at the end of the (precoded) codeword z(k), under
the assumption that last symbol in z(k�1) was �1, is called codeword dispar-
ity, D. For example disparity of y(k) = (0001000100000000) isD(y(k)) = �9.

The next important statistics of the stream fa(k)g is an autocorrelation
function r(k), and it is de�ned by r(k) = Efa(n) �a(n+k)g, where Efg denotes
operator of averaging over the ensemble. The autocorrelation function is an
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even and decreasing function (r(�k) = r(k) for all k, and r(k+1) � r(k) for all
k > 0).

When random process fa(n)g is generated by �nite automaton it can
be shown that it belongs to the class of so called cyclostationary processes
generated by ergodic Markov source, and it is then possible to de�ne power
spectral density (by introducing the random phase � i.e. by considering
fa(n+�)g (see e.g. [2, pp. 19.]).

The power spectral density (or spectrum) of the stream a(k) generated
by the ergodic Markov source, is given by

�(f) =
X
k2Z

r(k) � e�j2�kf

where j =
p�1, and f is the normalized frequency (0 � f < 1). Power spec-

tral density function can be written as a sum of two components: continual
and discrete spectrum. Discrete spectrum (called also spectral lines) indi-
cates that there is a periodic component in the sequence fa(k)g. The dc-free
requirements means that both discrete and continuous spectral components
are zero at zero frequency. The running digital sums play an important role
in the estimating the spectral properties of a code. The following facts es-
tablish the connection between the running digital sums and the content of
the low-frequency end of the spectrum:

�Denote by �1 set of values that sequence f�(k)1 g can take. Digital
sum variation (DSV ) is the related to the cardinality of this set (usually
�1 is de�ned as �1 = f�C1; : : : ; C1g, and for this symmetric case DSV =
2C + 1). If DSV is �nite, the spectral density is zero at zero frequency
[7], and these codes are called dc-free codes. Low frequency suppression is
directly proportional to the value of DSV .

�If the RDS value at the end of the encoded sequence is zero (�(+1) =
0), then the discrete spectrum is zero at zero frequency.

�For dc-free codes, the width of a region of frequencies, close to zero
frequency, where the spectral density is low is called notch width and is
quanti�ed by a parameter called cuto� frequency, f0 (de�ned as �(f0) = 1=2
[5]). The following approximate relationship exists between the sum variance
of RDS values, �2�(= �2RDS ), and cuto� frequency

2�2�f0 '
1

2�

�Denote by �N set of values that sequence f�(k)N g can take. If the
cardinality of set �1 is �nite, then �rst 2N � 1 derivatives of the power
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spectral density function at f = 0 are equal to zero. This means that in
the low frequency region �(f) can be written in the form (more elaborate
discussion can be found in [6])

�(f) =
�(2N�1)(0)

(2N � 1)!
f2N�1 +O(f2N�1)

The "slope" of the curve de�ned by �(2N�1)(0) depends on the cardinal-
ity j�N j. Practically important is symmetric case �N = f�CN ; : : : ; CNg,
where j�N j = 2CN + 1.

An important conclusion that follows from the properties of RDS is that
the low frequency content of a coded signal depends on:

� maximal value that RDS takes during encoding (maxn>0f�(n)g) and
� variance of RDS values �2�,

and that EFM+ algorithm does not use any of these metrics for codeword
selection. EFM+ code uses minimization of RDS. However, since RDS can
be negative and therefore does not satisfy triangle inequality it cannot be
used as a metric.

2.3 Theoretical limits of low frequency

component suppression

A constraint graphs and the best codes

In order to �nd theoretical limits of the spectral performances of the
code we want to construct let us de�ne a so�c system � as a set of all bi-
in�nite sequences generated by walks on a directed graph G = G(�) whose
edges are labeled by symbols in a �nite alphabet A. The graph G = (V;E; �
is given by a �nite set of vertices (or states) V , a �nite set of directed edges
E, and a labeling � : E ! A. So, for a given sequence of edges fe(k)g
(e(k) 2 E), we have the output sequence fa(k) = �(e(k))g. Fig. 2 shows the
graph G(d;k) of the (d; k) constraint.

Fig. 2. G(d;k) graph.
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A graph G is strongly connected if for every two vertices u; v 2 V there
exists a path (sequence of edges) from u to v. A graph, G, is deterministic
if for each state v 2 V , the outgoing edges from v, E(v), are distinctly
labeled. In practice deterministic and strongly connected representations of
a constraint are used.

The adjacency matrix (or vertex transition matrix) D(G) = D =
[D(u; v)]u;v2V of graph G is jV j � jV j matrix where entry D(u; v) is the
number of edges from vertex u to vertex v, and jV j is the number of vertices
of the graph G.

The capacity, C, of the so�c system � presented by the deterministic
graph G is de�ned as C = log2(�0), where �0 = �0(G) is the spectral radius
(i.e. the largest of the absolute values of the eigenvalues [8]) of adjacency
matrix, D(G).

The graph representation of a given constraint is very important because
there is a systematic algorithm for code construction that starts from a
directed graph. This algorithm, called ACH algorithm [1], gives the encoder
in the form of �nite automaton and sliding window decoder with limited
error-propagation. Graph capacity, C, gives the maximal possible rate that
code developed by ACH algorithm can achieve.

B Composition of (d; k) and RDS constraint

It is straightforward to de�ne graph models for (d; k) constraint, but
much more diÆcult to obtain explicitly graphs for the RDS constraints (The
order N RDS constraint is denoted RDS �N). Examples of the graphs of
the RDS1 and RDS2 constraints are shown in Fig. 3 and Fig. 4. The axes
are labeled by current values of RDSs.

Fig. 3. RDS1 Constraint graph (�1 = f�2;�1; 0; 1; 2g).

Moreover, if one wants to construct the code that is (d; k) and in the
same time RDS�N constrained, the another, much more complicated graph
operation over graphs G(d;k) and GRDS�N should be performed. This oper-
ation is called �ber product.
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Fig. 4. RDS2 Constraint Graph (�2 = f�2;�1; 0; 1; 2g).

The �ber product of the graphsG0 = (V0; E0; �0) andG1 = (V1; E1; �1),
G = G0 � G1, is the Shannon cover of the graph G = (V;E; �) for which
V = V0 � V1, (� denotes Cartesian product of the sets) and for every edge
e0 from u0 to v0 in G0 and every edge e1 from u1 to v1 in G1, there exists
an edge e (e = (e0; e1)) in G, emanating from vertex u = (u0; u1) 2 V and
terminating at v = (v0; v1) 2 V if �0(e0) = �1(e1). The label of this edge
is �(e) = �0(e0) = �1(e1). Example of the �ber product is given in Fig. 5.
Shaded region denotes the Shannon cover, i.e. irreducible nonzero capacity
part.

Fig. 5. Illustration of the graph �ber product

It is important to say that codes de�ned as a composition of G(d;k) and
GRDS1 or GRDS2 constraints are codes with the superior spectral perfor-
mances for a given code rate (since they produce the sequences with maximal
uncertainty, these codes are called maxentropic codes). However, the com-
plexity of their �nite automata (obtained by ACH algorithm) grows rapidly
with the cardinality of the constituent graphs.
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Consider now particular (d; k) = (2; 10) constraint combined with
RDS � N constraints (N = 1, and N = 2). If one wants to obtain the
code with rate R = 1=2, the minimal values of digital sum variations are
C = 7 for N = 1, and C = 30 for N = 2. Resulting spectra are shown
in Fig. 6. It is clear that RDS2 constrained sequence has much more sup-
pressed low frequency components.

Since our encoding algorithm is less complex than required by ACH al-
gorithm, it is clear that these theoretical limits cannot be achieved. Our goal
is to reduce low frequency content in the recorded signal under constraints
given by original EFM+ coding format in DVD speci�cations.

Fig. 6. Power spectral density of di�erent types of (2,10) codes with rates R � 1=2
1) maxentropic (2,10) sequence;
2) maxentropic (2,10) RDS constrained sequence with M = 1, C = 7;
3) maxentropic (2,10) RDS constrained sequence with M = 2, C = 30.

C Multimode codes

As it has been explained in section B, even that ACH codes are best
codes speaking the information theory language, they are sometimes com-
plicated to implement, so, in some cases it is worth to search for another
solution.

Another important result of the research of EFM+ code is the under-
standing that EFM+ code is not more than the special case of so called
multimode codes. The elaboration of multimode codes and their applica-
tion is beyond scope of this paper, and will be explained only in the extent
to provide the reader basis to understand the theoretical setting of trellis
search as a method of low frequency control. Multimode codes might have
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very important implication on practical code design.

Commonly, there is one-to-one relationship between source words and
codewords. These codes are referred to as monomode codes [4]. Multimode
code is a code that have more than one next state and more than one out-
put function (but still have a unique sliding-window decoder). Generally, a
multimode encoder is de�ned by a set A of I pairs of next-state and output
functions A = f(Ni; Oi); 1 � i � Ig, and a selection function 	. Selection
function block is fed by state and output sequence vectors fs(n)g and fy(n)g
and produces a sequence fi(n)g of numbers from set f1; : : : ; Ig that selects

one of the coded streams fy(n)1 g; : : : ; fy(n)I g as an output stream. In practice
memory of the selection block is limited, say to D words, so that formally
	 : SI�D � Y I�D ! f1; : : : ; Ig.

Generally the selection function is a function of the vector sequences

fs(n)g and fy(n)g (s(n) = (s
(n)
1 ; : : : ; s

(n)
I ) and y(n) = (y

(n)
1 ; : : : ; y

(n)
I )).

Let us remind once again that the role of a decoder is to convert the
coded stream fy(n)g to stream fx(n)g, and that decoder does it equally well
for any Oi and Ni. Typical decoder is a sliding-window decoder. This type
of decoder makes a decision on a word x(n) on the basis on m previous re-
ceived words y(n�m); : : : ; y(n�1), current word y(n) and a following words
y(n+1); : : : ; y(n+a). Numbers m and a are called decoder memory and de-
coder anticipation [9].

Crucial problem in multimnode codes is a choice of selection function or
and its complexity. Our paper does not give theoretical answer to this prob-
lem, but proposes some simple selection function. Selection functions are in
the form of accumulating metrics, similarly as in Viterbi detection. Metrics
used are heuristic, although they are derived from the theoretical analysis
of connections between RDS variance and low frequency content. The rest
of the paper is devoted to the discussion on di�erent search algorithms and
metrics.

3. The EFM+ Code

In this section the principle of EFM+ coding is explained. We will
keep terminology from DVD Speci�cations (hopefully it will help the most
interested readers that are familiar with them) although it is not always
quite consistent. The terms from the DVD speci�cations are capitalized. It
is worth noting that EFM+ is not really only a code, it is a coding format
since it uses also synchronization (SYNC) words for low frequency control,
and it can be also called the encoding algorithm since it uses re-encoding.
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3.1 EFM+ coding rule

EFM+ is a (d; k) = (2; 10) modulation code which is used to convert 8-
bit input data symbols into 16-bit channel symbols. The channel bit sequence
is characterized by two parameters, d+1 = 3 and k+1 = 11, which speci�es
the minimum and maximum runlength (i.e., the number of consecutive like
symbols), respectively, that may occur in a sequence.

The principle of operation of the EFM+ encoder can be represented by
a four state �nite automaton. In any given automaton state, by using the
Conversion Table associated with the state, the 8-bit input data symbol is
converted into 16-bit Code Word, and a new state of the machine is deter-
mined. EFM+ �nite automaton guaranties that the concatenation of Code
Words produces a valid (2,10)-constrained sequence. Under conditions listed
below, EFM+ encoder allows one input data to be converted into more than
one alternative Code Words:

c1) (Main/Substitution Code Words) The input bytes 0,..,87 (these num-
bers are byte decimal representations) can be encoded by using either
the Main Conversion Table or the Substitution Conversion Table.

c2) ("1-4" exchange) When the next state is 1 or 4, the next input byte
may be encoded with either State 1 tables or State 4 tables, if the
(2,10)-constraint is satis�ed.

c3) (SYNC code selection) Each SYNC word can be encoded by using one
of many sequences of length L (given in [10]) obtained by concatenating
words that are not valid EFM+ codewords. The selection of SYNC
word depends on RDS.

Combined, conditions c1 and c2 may give at least two and at most four
alternative representations for the input bytes less than 87, and at most two
representations for input bytes greater than or equal to 88.

Alternative encoding represents a crucial property of the EFM+ code
that enables low frequency control - always when alternative encoding is
allowed, the encoder opts for transmitting that Code Word that minimizes,
according to a speci�c criteria, the low- frequency spectral contents of the
encoded sequence.

3.2 Existing EFM+ encoding algorithms

The existing EFM+ encoding algorithms suppress the low-frequency
components by controlling the running digital sum (RDS) of the encoded
sequence. The RDS is the di�erence between totals of "+" and "�" sym-
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bols accumulated from the beginning of the sequence. The purpose of low
frequency control is to produce such an encoded sequence so that the jRDSj
is as close to zero as possible for the duration of EFM+ encoding.

The existing EFM+ encoding algorithms use "1-4 alternation" for input
bytes which are less than 88, only. Thus, the number of alternative Code
Words per input data symbol is at most two.

The following two general approaches can be identi�ed:

Method 1 (incremental encoding):

If a choice between two Code Words has to be made two RDS values are
calculated (one for each choice of Code Word) and subsequently, the Code
Word which produce the lower jRDSj is selected. If we draw the sequence
of all possible encoder states as a tree, then the Method 1 gives the selected
sequence according the following gray bolded path (black branches represent
dead paths)

Method 2 (two-path encoding):

Two parallel modulated channel bit streams are generated and bu�ered.
When alternative appears, bit-stream with the lower jRDSj is selected and
output, another bit-stream is discarded, and two new bit streams which
originate from the selected stream are continued. This method gives the
following path through the encoder tree
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This way of tree search is know as Fano algorithm.

Note that in the EFM+ coding tables there is no restriction that would
prevent that "1-4 alternation" can be applied to any of the input bytes
(decoder will work properly), but in order to keep the number of branches
from each node less than two (otherwise three bu�ers would be required)
the "arti�cial" constraint is introduced so that "1-4 alternation" is applicable
only to bytes larger than 87. It is also worth noting that in EFM+ algorithm
encoding tree has length of one sync frame.

In order to further reduce the jRDSj at the end of each Sync frame,
both algorithms, Method 1 and Method 2, can use some kind of smart SYNC
word selection, but this will not be discussed in this paper.

4. More EÆcient Method of Suppression
of Low Frequency Content

Looking at encoding trees for Method 1 and Method 2, natural questions
arises: Is there any better way of searching the encoder tree? What is
the criterion for complexity comparison between di�erent search strategies?
Basically, the idea of this work is to shorten the encoding tree, but to allow
to keeping track of more than two alternative paths.
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4.1 Analysis of the low frequency control

strategies in the existing EFM+ algorithms

Our observations concerning the low frequency control strategies imple-
mented in existing EFM+ encoding algorithms, Method 1 and Method 2,
are the following:

� Appalling "1-4 exchange" to the input bytes greater than 87, only, the
number of alternative Code Words per input data symbol is limited
to at most two. This limitation represents necessity in two-path algo-
rithm. In the incremental encoding, the two-alternative scheme slightly
reduces complexity, but on the other hand it may cause an unacceptable
performance loss.

� The probability distributions of jRDSj for both algorithms two-path
and incremental, are shown in Fig. 7. As can be seen from Fig. 7,
the variation of jRDSj values is relatively small. For example, the
probability for jRDSj to be greater than 20 is less than 10-5 in both
cases.

Fig. 7. jRDSj distribution.

� In order to chose the best SYNC word, the complete Sync frame is
needed, which means that implementation of this technique requires an
output FIFO bu�er for holding entire encoded Sync frame. The size of
this bu�er is 93 words, and it will probably be the dominant component
(in terms of the chip occupied area) of the encoder.
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� Two-path encoding algorithm posses look-ahead capability, but the
look-ahead is limited to two alternative bit-streams, only. Also, this
kind of look-ahead requires two bu�ers for holding two alternative bit-
streams. The size of these bu�ers should be 93 words.

� Two-path encoding algorithm uses the jRDSj at the end of bit-streams
as a criterion for bit-stream selection, and does not consider variations
of the jRSDj along the bit- streams. As a consequence, bit-stream with
larger variations of jRDSj may be selected. An example of such wrong
selection is given in Fig. 8. This �gure shows the variation of the RDS
along two alternative bit-streams. Although, the jRDSj variations of
bit-stream 1 is much larger than that of bit-stream 2, two-path encoding
algorithm selects bit-stream 1, since it ends with lower jRDSj value.

Fig. 8. Two-path selection strategy.

� Both incremental and two-path encoding algorithms control variations
of the RDS, and do not consider variations of the RDS2. Our simu-
lation study show that under this circumstances, the range of RDS2
variations is very large (e.g., within encoded sequence which is 107 bits
long, RDS2 varies between -105 and 105).

4.2 Strategies for more eÆcient

low frequency suppression

Theoretical results given in Section II and our observations about low
frequency control strategies implemented in existing EFM+ encoding al-
gorithms given in Section 3.2 set up the following main directions for low
frequency control improvement:
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1. Performance gain of "1-4 exchange" extension to all input bytes should
be examined.

2. SYNC words are treated in the same way as input bytes less than 88.

3. More aggressive look-ahead strategies than that of two-path encoding
algorithm should be examined.

4. Minimization of the jRDSj at the end of the encoded sequence, which
is used in the existing EFM+ encoding algorithms, should be replaced
by the minimization of jRDSj variation within the encoded sequence.

5. Explicit control jRDS2j variation within the encoded sequence should
be examined.

5. The EFM++ Encoders

The global structure of the proposed method for EFM+ encoder with
the eÆcient low frequency suppression (or in short, EFM++ encoder) is
given in Fig. 9.

Fig. 9. Global structure of the EFM++ encoder.

The input to the system is the byte-stream, while the output is the
modulated channel bit-stream. The Pred-processor blok forms 9-bit data-
symbol-stream, by inserting into input byte-stream identi�ers of appropri-
ate SYNC words at the beginning of each Sync frame. Data symbol value
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ds2[0;7] identi�es one of eight SYNC words, while data symbol value ds2[8;263]
corresponds to input bytes. The Encoder block implements encoding algo-
rithm which task is to associate with each data symbol identi�er of one of
data-symbol's alternative Code Words. This identi�er is than used to select
Conversion Table from which the Code Word for the given data symbol is
read. The Encoder block uses Parameter Tables to determine next state of
the EFM+ state-machine and to calculate the parameters of the encoded
bit-stream such as RDS and RDS2.

Figure 10 shows the organization of the Parameter and Conversion Ta-
bles.

Fig. 10. Organization of the Parameter and Conversion Tables.

For each data symbol, Parameter Table contains "next encoder state"
and the following parameters of the corresponding Code Word:

� disparity (for RDS calculation);

� second order disparity (for RDS2 calculation);

� length of the trailing phase;

� length of the leading phase;

The lengths of trailing and leading phases is used for chacking the pos-
sibility of "1-4 exchange".

5.1 Incremental EFM++ encoder

When encodes a data symbol, incremental EFM++ encoder examines
each alternative Code Word of that symbol and chooses that one that yields
the minimal |RDS|. With respect to existing incremental encoder, the
incremental EFM++ encoder uses "1-4 exchange" for all input bytes, and
does not make any di�erence between input bytes and SYNC words.
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Incremental EFM++ encoder provides better suppression of low-frequ-
ency components than existing incremental encoder (see Fig. 12). However,
this suppression is less than that of "two-path encoder". The same relation-
ship between incremental EFM++ encoder and two existing encoders can be
observed by comparing their jRDSj variances. Namely, the jRDSj variants
of the incremental EFM++ encoder is 8.3, which is less than that of ba-
sic incremental encoder (10.7) and greater than that of "two-path" encoder
(7.8).

5.2 EFM++ encoder with look-ahead

A Encoding tree

All valid encoded sequences that correspond to the given input data-
symbol sequence can be represented by an encoding tree. An example of the
encoding tree is given in Fig. 11. Each level in the encoding tree corresponds
to one data-symbol and each path from the root to a leaf represents one valid
encoded sequence. With each node in the tree a label indicating the current
encoder state and Conversion Table is associated. For the example in Fig.
11, the number of alternative encoded sequences is 12.

Label MSi indicate that the encoder is in State i, and the Main Con-
version table is used; SSi indicates the use of Substitution Conversion table
in State i.

B Path metrics

For a given data-symbol sequence, the aim of a look-ahead encoding
algorithm is to select the path in the encoding tree that minimizes the low-
frequency spectral contents of the encoded sequence. The path selection
criterion is based on speci�c cost function (or metric) which associates a
nonnegative value to each path in the encoding tree. We propose the follow-
ing three cost functions:

M1(�) =
nX
i=1

Ci (1)

M2(�) =

nX
i=1

C2
i (2)

M3(�) =

nX
i=1

C?
i ; C?

i =

�
Ci � t; Ci > t

0; Ci � t
(3)
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Fig. 11 The encoding tree.

where � is a path in the encoding tree, Ci is the value of jRDSj or jRDS2j
at the i-th node in the path �, and t represents some threshold value.

All three cost functions are used to quantify the variation of jRDSj (or
jRDS2j) within the encoded sequence. Selected encoded sequence should be
one that minimizes the adopted cost function.

C Encoding tree search

Our simulation shows that the average number on alternative Code
Words per data symbol (i.e. branching factor of the encoding tree) is 1.49.
This means that the number of alternative encoded sequence for the data
symbol sequence of length n is approximately 1:49n. Thus, the explicit
enumeration of all paths in the encoding tree will have the exponential time
and space complexity, and obviously represents an unacceptable solution.
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In order to reduce the complexity of the encoding tree search we intro-
duce the n-path search algorithm. In this algorithm, the number of paths
in the enumeration tree that are constructed and examined is limited to n.
To represent the operation of the n-path search algorithm we use a graph
structure called Trellis. The nodes of the trellis are arranged into n rows of,
in general, unlimited length. The task of the n-path algorithm is to embeds
the encoding tree into trellis. When expands the trellis to a new level, al-
gorithm can use only n nodes from the next column of the trellis. Thus, if
the number of the paths that emerges from the current level is greater than
n the algorithm selects and continues n paths, only.

Figure 12 shows an embedding of the encoding tree from Fig. 11 in
the trellis of height 6. As can be seen, the �rst three levels of the encoding
tree are completely embedded into trellis. The path reduction appears when
the third level is expanded to forth level. The nodes in the forth level of
the encoding tree is 12, while there are only 6 available nodes in the trellis.
Thus, the algorithm continues 6 "best" paths and terminates the remaining
5. The selected paths should be ones with minimal current cost function
values.

Fig. 12. Embedding the encoding tree from Fig. 7 into the trellis with height 6.

The n-path encoding tree search algorithm can be used for the following
two basic look-ahead strategies:
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� Block-look-ahead. The data-symbol sequence is divided into subse-
quences of �xed length l. For each subsequence, a new trellis is con-
structed, then the path in the trellis which ends with minimal value
of the cost function is selected, and �nally l Code Words of the corre-
sponding encoding sequence is output.

Fig. 13. Operation of window-look-ahead strategy.

� Window-look-ahead. The data-symbols are encoded one at time. If for
a current data- symbol more than one Code Word exist trellis is con-
structed to make decision on which alternative Code Words should be
output. Principle of operation of the window- look-ahead strategy is
illustrated in Fig. 13. Nodes in the �rst level of the trellis are called
initial alternatives. During trellis construction, to each node a label in-
dicating its original initial alternative is associated. When all occupied
nodes in a trellis level origin from the same initial alternative, trellis is
terminated, and Code Word which correspond to that initial alternative
is output. In the given example, the initial alternative (2) is selected,
since all survivor paths in 5th path of the trellis start with this alter-
native. This is what we call the normal trellis termination. To ensure
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that the trellis will terminate after �nite number of constructed lev-
els, a constant l, maximal trellis length, is introduced. When the trellis
reaches l-th level, but decision is not yet made, the algorithm �nds node
with minimal cost function value, and selects the corresponding initial
alternative.

6. Performance Evaluation of EFM++ Code

A crucial characteristic of the described look-ahead strategy is that we
can easily make a trade-o� between the algorithm complexity (in terms of
time and space) and the quality of generated encoded sequence by altering
parameters of the trellis, i.e. its height and length. In general, by adopting
higher trellis, a better results are obtained. However, in the same time,
the algorithms spends more time in evaluating larger number of alternative
solutions.

The main results of our simulation study are:

� Window-look-ahead shows better performance with respect to block-
look-ahead. More speci�cally, for the same trellis height, the block-
look-ahead reaches performance of the window-look-ahead for extremely
large trellis lengths, only. Also, block-look-ahead with trellis height n
and length l requires n bu�ers of size l for holding all alternative paths.
These bu�ers are not required for window-look-ahead. (More details
about hardware implementation of the window-look-ahead algorithm
will be given in Section 7.) Thus, in the sequel we exclude block-look-
ahead from consideration.

� Metric M2 works slightly more eÆciently with respect to metrics M1
and M3. However, the computational complexity of metric M2 is con-
siderably larger than that of M1 andM3. Thus, for the further investi-
gation we retain metricsM1 andM3. When the jRDSj is controlled, the
best results have been obtained by using metric M3 for threshold value
t = 4. In the case of jRDS2j control both metrics M1 and M3 shows
approximately the same performances. Thus, in the look-ahead algo-
rithms that control jRDSj (i.e., minimizes the variations of the jRDSj)
we use metric M3 (t = 4), while in the look-ahead algorithms that
control jRDS2j we use metric M1.

� By using the window-look-ahead algorithm for controlling jRDSj, the
variations of the jRDSj within the encoded sequence can be signi�-
cantly reduced with respect to the existing algorithms. The level of
this reduction depends on trellis height, n, and increases with the in-
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creasing of n. The variance of the jRDSj, �2RDS , as a function of n for
window-look-ahead algorithm that uses metric M3 (t = 4) is shown in
Fig. 14. For n = 1, window-look-ahead algorithm works exactly the
same as incremental VHDS EFM+ encoder. As can be seen from Fig.
14 near-asymptotic performances are reached for n > 4. The spectral
characteristic of the window-lookahead algorithm for n = 12. is given in
Fig. 15. From this �gure we can see that the more aggressive reduction
of jRDSj variations results in better suppression of the low-frequency
components.

Fig. 14. jRDSj variance in function of trellis height.

� By using the window-look-ahead algorithm that directly controls
jRDS2j, the range of values that jRDS2j assumes can be reduced. How-
ever, at the same time, the variations of jRDSj are increased. Variances
of both jRDS2j and jRDSj values within the encoded sequence, ob-
tained by window-look-ahead algorithm that controls the jRDS2j and
uses metric M1, as a function of trellis height, n, are given in Fig. 15.
As can be seen from this �gure, for n < 4 the variations of jRDS2j
are still large and the variations of jRDSj are even larger than that
obtained by the incremental encoding algorithms. For n > 6 variances
reach their near-asymptotic values. In these cases jRDSj variance is
comparable with that of window-look-ahead with trellis height 3 that
directly controls jRDSj. From these results we can conclude that di-
rect control of jRDS2j requires more aggressive look-ahead, with trellis
height of at least 6. Spectral characteristic of window-look-ahead with
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Fig. 15. jRDSj and jRDS2j variance in function of
trellis height as obtained by window-look-ahead
algorithm that controls jRDS2j.

Fig. 16. Spectra of EFM+ and EFM++ codes.

n = 12 that controls jRDS2j and use metricM1 is shown in Fig. 16. As
can be seen, jRDS2j control shows the best low-frequency components
suppression characteristics in very-low-frequency range with respect to
other analyzed approaches.

Fig. 16 is obtained by computer simulation of the EFM+ and EFM++
encoding process. "Random" input stream is �rst fed into the modulation
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Fig. 17. Spectra of EFM+ and EFM++ codes at very low frequencies.

Fig. 18 Slopes of the EFM+ and EFM++ code spectra.

encoder, after which the sync frames are made by adding appropriate sync
words according DVD speci�cations [10]. The plots represent the power spec-
tral density of the channel signal obtained by modulating rectangular pulses
by the EFM+ and EFM++ channel sequences. In Fig. 17 the closer look
to the spectra at very low frequencies is given. It is easy to see that RDS2
control provides much better suppression of low frequency components (at
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Fig. 19. Comparison of EFM++ spectra with the spectra of maxentropic
(2,10) codes with RDS1 and RDS2 control.

least ten times better). As it has been noticed, the method where replace-
ment of Conversion Tables 1 and 4 is allowed for all input bytes shows better
performance then Method 1, but worse than Method 2. Figure 18 shows an
log-log interpolation of the spectra from Fig. 16. As we expected the slope
of the RDS2 controlled spectrum is bigger than slopes of the spectrum of the
signals obtained by both original EFM+ methods as well as EFM++ RDS1
control method.

Finally the comparison between multimode coding approach and ACH
approach is given in Fig 19. The EFM++ code shows better suppression of
the low frequency content compared to the original EFM+ code, but it is
still far from the theoretical limit (maxentropic codes).

7. Hardware Structure and Complexity of
Window Look-Ahead EFM++ Encoder

The window-look-ahead algorithm constructs the trellis in a level-by-
level fashion. When a new level is added to the trellis, only the information
from the last trellis level are used. Also, in the window-look-ahead trellis
there is no need to memorize the whole paths, but only the identi�ers of the
initial alternative from which paths start. Thus, it is suÆcient to implement
in hardware only two levels of trellis (let call these levels current and next).
The next cycle of trellis operation starts by initiating of the current level
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with the alternative which is selected in previous trellis cycle. By using
the content of the current level, the next level is constructed. Then, the
termination condition is checked and is not satis�ed, the content of the next
level is transferred into the current level, and the whole process is repeated.
When termination condition is detected, by examining the next level the
best initial alternative is determined and output.

The block structure of the widow-look-ahead encoder is given in Fig. 22.
The number of Node blocks is equal to the trellis height. Each Node block
contains two registers which correspond to one pair of nodes in the current
and next trellis level. Each register contains the following information that
are required to continue the trellis:

1) RSD value;

2) RDS2 value;

3) Current metric value;

4) The state of the encoder;

5) The length of the trailing phase of the corresponding Code Word;

6) Flag indicating the status of the register, occupied/non-occupied;

7) Identi�er of initial alternative.

Control block select occupied current registers in a sequence. For each
alternative Code Word of the current data-symbol, Arithmetic Unit calcu-
lates the new values of the RDS, RDS2 and metric. These values are written
into an unoccupied next registers, if any. Otherwise, if there is no more un-
occupied next-registers, the Comparator Block �nds the next-register with
largest metric-value, and its content is replaced with the new values. End-
Detector block check the condition for trellis termination, while Alternative-
block bu�ers the information about initial alternatives.

7.1 Hardware complexity

The hardware complexity of the presented EFM++ encoder is deter-
mined by the trellis height. To extend the trellis with the new row, one
more Node-block have to be added to the structure in Fig. 20. Each Node
block contains about 100-bits of register memory. In comparison with the
existing incremental encoder, the EFM++ encoder does not use the output
bu�er memory for holding entire Sync frame. The amount of logic needed
to implement such a bu�er is estimated to be suÆcient for realization of
approximately 8-10 Node blocks. Thus, we can conclude that the hardware
complexity of the existing solutions and the proposed EFM++ encoder, are
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Fig. 20. Block structure of the window-look-ahead encoder.

comparable.

7.2 Time complexity

Having in mind the proposed hardware structure of the EFM++ en-
coder we identify the following three basic encoder operations:

� Edge creation. This operation includes: 1) reading Code-Word's param-
eters from the Parameter table; 2) calculation of RDS, RDS2 and met-
ric values; and 3) writing calculated values into selected next-register.

� Level initiation. This operation is performed at the end of the con-
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struction of each trellis level to transfer content of the next-registers
into current-registers.

� Trellis termination. This operation is performed after detecting trellis
termination condition to output selected initial alternative and get the
new data-symbol.

We assume that each of encoder's basic operations takes one clock cycle
to complete. Time complexity of the EFM++ encoder is determined by the
number of clock cycles needed by the encoder to process one data-symbol.
However, the number of clock cycles per data-symbol is not constant and
depends on the size of the trellis that is constructed to select alternative
Code Word of the current data-symbol.

We analyze the performance of the EFM++ encoder operating in two
di�erent operating modes: Free-running mode, and Fixed-output-rate mode.
In the free-running mode, there does not exist any external limitation on
the number of clock cycles that the EFM++ encoder can use to encode
data sequence. In order to quantify the time performance of the EFM++
encoder operating in free-running mode we de�ne the average output rate of
the encoder as the average number of encoded data-symbols per one clock
cycle (reciprocal to average number of clock cycles per data-symbol). In
the �xed-output-rate mode of operation the EFM++ encoder must ensure
the constant rate of the encoded bit-sequence. Under this condition, the
number of clock cycles that encoder can spend to encode a data- symbol is
limited. As a consequence, situations may occur when the encoder is forced
to terminate the trellis construction before the normal-termination condition
is encountered. This may degrade the quality of decisions that are made,
and the level of this degradation should be examined.

7.3 Free running mode

The results of our simulations concerning the average output rate of the
EFM++ encoder with di�erent trellis heights are shown in Fig 21. Curve (1)
in Fig. 21 corresponds to the case when there in no limit on trellis length,
i.e. the trellis always terminates under normal-termination-condition. Un-
der this condition EFM++ encoder achieves its asymptotic performances in
terms of low-frequency components suppression which are presented in Sec-
tion 4. As can be seen from Fig. 21 the average output rate of the EFM++
encoder rapidly decreases with the increasing of the trellis height. The av-
erage output rate can be improved by limiting the maximal trellis length,
without sacri�cing performance. The curve (2) in Fig. 21 corresponds to
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the case when the trellis length (i.e., the number of constructed levels) is
limited to 16. With respect to the non- limited-trellis-length case, the av-
erage output rate is doubled, on average. On the other hand, the observed
degradation in performances, in terms of �2RDS , is less then 5%.

Fig. 21. Average number of clock cycles per one encoded data-symbol.

7.4 Fixed-output-rate mode

In order to examine the performance of the EFM++ encoder under
"�xed output bit rate" assumption we have used the simulation model shown
in Fig. 22. Data symbol bu�er contains the current data-symbol and d1
subsequent data symbols which are used for trellis construction. The size
of this bu�er, d1, determines the maximal trellis length. Output bu�er is
used to decouple the encoder and precoder, i.e. to adapt the output rate
of the encoder to the �xed output rate of the precoder. When the output
bu�er becomes empty (or near-empty) the encoder is signaled to terminate
the trellis construction and immediately selects and outputs the current-
data-symbol's alternative. When output bu�er becomes full, the encoder is
temporary stopped until the room for the new encoded data-symbol become
available in the output bu�er. The operation frequency of the encoder block
is ft, while the operation frequency of the precoder block (which determines
the output bit rate) is fb = ft=k. Important fact about the system operation
is that the precoder produces bits, while encoder processes data-symbols.
This means that for k = 1 (ft = fb) encoder has at disposal 16 clock cycles,
on average, to encode each data symbol. For k = 2, the average number of
clock cycles per data symbol is increased to 32, and so on.
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Fig. 22. Simulation model of EFM++ encoder operating in
�xed-output-rate mode.

The variance of the jRDSj achieved by EFM++ encoder working in
�xed-output-rate mode, in function of trellis height for three di�erent values
of parameter k, is given in Fig. 23. In these simulations we have assumed
d1 = d2 = 16. As can be seen form Fig. 23, for each k value there exists
optimal trellis height for which the encoder yields minimal variance of the
jRDSj. For example, for k = 1 the best performance is attained with trellis
height n = 3, giving �2RDS = 5:0 which represents degradation of about
15% with respect to asymptotic EFM++ encoder performance (free-running
mode with trellis height n = 12). For k = 2, the optimal trellis height is
n = 6, and the performance degradation is less then 8%. For k = 3, optimal
trellis height is n = 6, again, and the performance degradation is reduced
below 3%.

Fig. 23. EFM++ encoder performance in �xed-output-rate operation mode.
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Finally, it should be noted that the performance of the EFM++ encoder
operating in �xed-output-rate mode can be further improved by applying
some of the advanced hardware optimization techniques, such as pipelining.
Pipelining will enable partial overlapping of the execution of Edge-creation
operations during one trellis level construction. Pipelining requires imple-
mentation of an extra hardware, but e�ectively reduces the total number of
clock cycles needed to construct the trellis.

8. Summary

The modi�cation of EFM+ code has been introduced having better
suppression of low frequency content than original EFM+ code. Decoders
of EFM+ and new EFM++ code are the same, and EFM++ encoder di�ers
from EFM+ encoder in the way of selecting Main and Substitution table
codewords. EFM++ encoder applies "1-4 exchange" rule to all input bytes
when it is possible. EFM++ encoder also uses trellis search for choosing the
best codeword sequence. Optimality criterion for choosing codewords is also
di�erent from EFM+ code. Since it has been recognized that RDS was not
a metric, a metric based on RDS of second order has been accepted as a
metric for EFM++. In fact the best EFM++ algorithm presented combines
two metrics. The �rst one is based on maximal absolute value of the second
order RDS, and its role is to suppress spectrum at very low frequencies and
provide the cubic decrease of power spectral density. The second metrics is
the absolute value of the �rst order RDS, and it is introduced in order to
control the notch width in accordance to the relation between �RDS2 and
cut o� frequency that holds for dc-free codes.

Trellis search algorithm exploited in EFM++ encoder can work with
variety of lengths and heights. Simply speaking, as larger trellis size as
better suppression performances. On the other hand trellis size is limited by
the limited complexity requirements and the clock of the circuitry on the rest
of the chip. The dependence of the �rst and second order RDS variances
on the trellis size has been analyzed. It has been shown that the complexity
comparable to the original EFM+ code complexity can be achieved by trellis
height of 6 nodes and trellis length of 10 node blocks. Simulation has showed
that the power spectrum of this code is more than 10 dB bellow the spectrum
of EFM+ code for all frequencies in the servo system bandwidth.

To complete this research it is necessary to explore the servo system
sensitivity to the noise produced by the data. According to the literature,
low frequency content of the data signal is very signi�cant impairment to
the servo system, however we still do not have quantitative understanding of
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this phenomenon. Next step in this research would be to simulate the servo
system with noise of statistical behavior as low frequency content of the user
data signal, and to verify servo behavior in the laboratory by recording data
encoded by EFM+ and EFM++ coding rules.
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