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MPEG AND ITU-T VIDEO COMMUNICATION:

STANDARDIZATION PROCESS
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Abstract. This paper seeks to provide MPEG (MPEG-2, MPEG-4, MPEG-
7) and ITU-T (H.263, H.263+, H.263++, H.26L) standardization processes.
These developed standards explore every possibility of the digital environ-
ment.
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1. Introduction

Modern video compression techniques o�er the possibility to store or
transmit the vast amount of data necessary to represent digital video in an
e�cient and robust way [1], [2]. New audio-visual applications in the �elds
of communication, multimedia and broadcasting became possible based on
digital video technology. With the advances in VLSI technology, it has be-
come possible to open more application �elds to a large number of users
and, therefore the necessity for digital video standards arose. Video stan-
dards have to rely on compromises between what is theoretically possible
and what is technologically feasible. Commercially, international standard-
ization of video communication systems and protocols aims to serve two
important purposes: interoperability and economy of scale. Namely, inter-
working between video communication equipment from di�erent vendors is
a desirable feature for users and equipment manufacturers. It enables large
scale international video data exchange via storage media or communication
networks. An increased demand leads to economy of scale i.e, the mass pro-
duction of VLSI systems and devices which in turn makes video equipment
more a�ordable for a wide �rld of applications and users [3]. Standards can
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only be successful in the market place if the cost performance ratio is well
balanced. This is speci�cally true in the �eld of video coding where a large
variety of innovative coding algorithms exist, but may be too complex for
implementation.

From the beginning of 1980, a number of international video standard-
ization activities has started with CCITT (now ITU-T), followed by working
to develop international standards for digital audio and video transmission
and storage. Unlike H.261 which is optimized for teleconferencing where mo-
tion is naturally limited, the ISO/IEC MPEG video standard is devised for
a wide range of video and motion pictures. The goal of MPEG is to de�ne a
standard for coded representation of moving pictures associated audio and
the systems [2], [4], [5]. It de�nes the structure of coded video bit streams
transmitted to the decoder but leaves the encoder architecture unde�ned, so
that some encoders may produce higher quality compression, some will be
real time and some will require manual intervention. MPEG compression is
lossy and asymmetric with the encoding more complex than the decoding.
To support the wide range of application pro�les, a diversity of input pa-
rameters including exible picture size and frame rate can be speci�ed by
the user.

There are di�erent versions of MPEG, denoted by MPEG-x. The �rst
version of MPEG-1 was targeted at CD-ROM and applications at a bitrate
of about 1,5 Mb/s. MPEG-1 has also proved useful in other applications,
such as for early direct broadcast satellite transmission and for computer-
generated video, where transmission bandwidth and storage capacity are
limited or expansive. MPEG-2 addresses high-quality coding for all digital
transmission of broadcast-TV-quality video at data rates of 2-50 Mb/s. The
major applications include digital storage media, digital television includ-
ing HDTV, broadcasting over cable, satellite and other broadcast channels,
as well as other communication applications [6]. MPEG-2 can produce the
video quality needed for multimedia entertainment piped to the home and
for more demanding business and scienti�c applications, too. MPEG-4 has
a di�erent set of objectives to provide video on low bandwidth transmission
lines or for low capacity storage devices. Besides traditional block/based cod-
ing as in MPEG-1 and 2, H.261, H.263 etc, MPEG-4 addresses object based
and content based coding with composition, manipulation interactivity etc.
It also extends to both synthetic and natural video/audio, layered coding,
multi-view, shape/texture/motion coding of objects, animation and all pos-
sible combination of these features. Its roles extend to Internet, Web TV,
large databases (storage, retrieval, transmission), mobile networks, multime-
dia, electronic games, education, training, entertainment, defense, medicine,
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etc. The new number of the MPEG family called "Multimedia Content
Description Interface", is MPEG-7 [3], [4]. It will extend the limited cur-
rent search capabilities to include more information types, such as video,
image, audio, graphics, animation, etc. In other words, MPEG-7 will spec-
ify a standardized description of various types of multimedia information.
This description will be associated with the content itself, to allow fast and
e�cient searching for multimedia that is of a user's interest.

The H.263 was developed for video compression at rates below 64 kb/s.
The key technical features of H.263 are available: block-size motion com-
pensation, overlapped -block motion compensation, pixel extrapolating mo-
tion vectors, 3- dimensional run-level-last variable-length coding, median
vector prediction and more e�cient header information signalling. In this
paper, MPEG and ITU-T video communication standardization processes
will be presented. MPEG-2, MPEG-4, MPEG-7 as well as H.263, H.263+,
H.263++, H.26L standards will be analyzed separately.

2. MPEG Bitstream Syntax

The MPEG bitstream syntax is more exible than ITU-T Recommen-
dation H.261, reecting the wider variety of applications anticipated from
MPEG. Table 1 shows the MPEG bitstream syntax. As can be seen, the
MPEG bitstream syntax is constructed in several hierarchical layers with
di�erent functions. The MPEG syntax speci�es that the variable length
coding of video may start and end on slice boundaries. This arrangement
prevents errors from propagating during the decoding process by forcing the
decoder to start processing variable length video data from a known state
at the beginning of every slice.

Table 1. MPEG bitstream syntax

Syntax Function

Video sequence layer Global context unit: video frame size,

frame rate, bitrate, minimum decoder

bu�er size, constrained parameters information

Group-of-pictures layer Video coding unit: random access, search, editing

Picture layer Frame coding unit: type (I,B,P),

displayorder position

Slice layer Resynchronization unit: a string of macroblocks

in rasterscan order used for resynchronization

during decoding

Macroblock layer Motion compensation unit: a 16�16 block

Block layer DCT unit: an 8�8 block
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3. MPEG-2 Video Standard

Both MPEG-1 and MPEG-2 are the video coding standards for tele-
vision based applications in the 1990's. Since the MPEG-1 standard was
intended for audio-visual coding for digital storage media (DMS) applica-
tions and since DSMs typically have very low or negligible bit error rates,
the MPEG-1 system part was not designed to be highly robust to bit errors.
Also, the MPEG-1 system was intended for software oriented processing, and
thus large variable length packet was preferred to minimize software over-
head. A key factor for world-wide success of MPEG-1 is the generic structure
of the standard which supports a broad range of applications and applica-
tion speci�c parameters. MPEG-1 is targeted for small picture resolutions
(352-by-240 or 352-by-288 SIF resolution, with SIF standing for source in-
put format). Emerging applications, such as digital cable TV distribution,
networked database services via ATM, and satellite and terrestrial digital
broadcasting distribution were seen to bene�t from the increased quality re-
sulting from the MPEG-2 standard. Work was carried out in collaboration
with the ITU-T SG 15 Experts Group for ATM video coding and in 1994 the
MPEG-2 Draft International Standard was released. It is identical to the
ITU-T H.262 Recommendation [7,8]. The speci�cation of the standard is
intended to be generic. Hence, the standard aims to facilitate the bitstream
interchange among di�erent applications and transmission and storage me-
dia.

Fig. 1 depicts the general block of a multiscale video coding scheme. As
can be seen, two layers are provided, each layer supporting video at a dif-
ferent scale. Multiresolution representation can be achieved by downscaling
the input video signal into a lower resolution video. The downscaled version
is encoded into a base layer bitstream with reduced bitrate. The upscaled
reconstructed base layer video (upsampled spatially or temporally) is used as
a prediction for the coding of the original input video signal. The prediction
error is encoded into an enhancement layer bitstream. The display of video
at highest resolution with reduced quality is possible by decoding the lower
bitrate base layer. Thus, scalable coding can be used to encode video with a
suitable bitrate allocated to each layer in order to meet speci�c bandwidth
requirements of transmission channels or storage media.

MPEG-2 has been an international standard since November 1994. In
fact, it is at the commercially applicable stage and has been adopted for
a number of application areas. There is a strong commitment to use this
standard. Implementation of MPEG-2 is possible in several ways: software-
only, hardware-assisted, decoder-only and digital signal processing-based en-
coder/decoder implementation. A number of the MPEG-2 decoders became



Z. S. Bojkovi�c: MPEG and ITU-T Video Communication ... 113

Fig.1 Block scheme of a multiscale video coding scheme.

commercially available towards the end of 1994. The world wide acceptance
of MPEG-2 in consumer electronics has lead to large production scales mak-
ing MPEG-2 decoder equipment a�ordable and therefore also attractive for
other related areas like video communications and storage as well as multi-
media applications in general. Because MPEG-2 video provides higher qual-
ity but is too complex for software-only playback, hardware-assisted codecs
provide substantially better image quality and better coding and playback
performance than software-only video codecs.

4. MPEG-4 Video Standardization

New types of networks are carrying audiovisual (AV) information from
mobile narrowband to broadband while hardware and software technologies
continue to progress. On the other hand, new developments taking place
in production and handling of AV data have given rise to new demands on
AV coding standards. The MPEG-1 and MPEG-2 AV coding standards are
successful because they allow digital AV service with high performance, both
concerning quality and compression e�ciency. However, these standards are
limited to a representation of AV information where video is a sequence of
frames with a certain number of lines [9].

The MPEG-4 standard is fundamentally di�erent in nature from its
predecessors, and it makes the move towards representing the scene as a
composition of objects, rather than just the pixels [10], [11]. ISO MPEG-
4 started its standardization in July 1993 with the character to develop a
generic video coding algorithm mainly targeted for a wide range of low bi-
trate multimedia applications. MPEG-4 is still a standard in the making,
but its e�ects are already being felt. Starting from original goal of providing
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an audiovisual coding standard for very low bitrate channels, such as found
in mobile applications or today's Internet, MPEG-4 is evaluated to a com-
plex toolkit. The MPEG-4 de�ned composition technology is called binary
format for scene description which achieves the important goal of saving bits
for the purpose of transmitting scan-composition information. As MPEG-4
deals with objects, it becomes necessary to provide a mechanism enabling
the author of a scene to indicate how the di�erent audiovisual objects are
composed and for a user to interact with the scene by changing its original
composition, if this is allowed by the author. In general, MPEG-4 images as
well as image sequences are considered to be arbitrarily shaped in contrast
to the standard MPEG-1 and MPEG-2 de�nitions. The MPEG committee
has de�ned the following set of functionalities in MPEG-4:

a) Content-based multimedia data access tools,

b) Content-based manipulation and bitstream editing,

c) Hybrid natural and synthetic data, both video and audio coding,

d) Improved temporal random access,

e) Improved coding e�ciency,

f) Coding a multiple concurrent data stream,

g) Robustness in error-prone environments,

h) High content scalability.

The objective of MPEG-4 is thus to provide an AV representation stan-
dard supporting new ways of communication, access and manipulation of
digital AV data and o�ering a common technological solution to various com-
munication paradigms among which the borders are disappearing. MPEG-4
will supply an answer to the emerging needs of application �elds, including
interactive AV services, games, AV home editing, advanced AV communica-
tion services, such as mobile AV terminals, teleshoping, AV on the Internet
as well as remote monitoring and control [12]. A further contribution made
by MPEG-4 is the delivery multimedia integration format (DMIF). DMIF's
goals are twofold: hide the delivery technology details from the DMIF user
and ensure the establishment of end-to-end connections. The former called
the DMIF application interface is a uni�ed interface that allows an applica-
tion to access AVO's in a way that is transparent to the type of delivery:
a local disk, a two-way channel, or even a broadcast channel. The latter is
achieved through DMIF signaling messages.

MPEG-4 combines some of the typical features of other MPEG stan-
dards with the new ones coming from existing or anticipated manifestation
of multimedia [13]:
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� Independence of application from lower layer details, as in the Internet
paradigm

� Technology awareness of lower layer characteristics (scalability, error
robustness)

� Application software downloadibility as in the network computer para-
digm

� Reusability of encoding tools and data

� Interactivity not just with an integral AV bitstream, but with the indi-
vidual pieces of information

The structure of MPEG-4 is composed of four di�erent elements: syn-
tax, tools, algorithms and pro�les [14], [15]. The syntax is an extensible
description language that allows for selection, description and downloading
of tools, algorithms and pro�les. A tool is a technique (contour represen-
tation, motion compensation) that is accessible via syntax. An algorithm
is organized collection of tools that provides one or more functionalities.
A pro�le is a collection of algorithms constrained in a speci�c way to ad-
dress a speci�c application. Hence, MPEG-4 is de�ned to o�er a exible
syntax and an open set of tools supporting a range of both novel and con-
ventional functionalities that extend beyond just better coding e�ciency at
very low bitrates. MPEG-4 has also developed a exible and extensible
syntactic object-oriented description language called MPEG-4 Systems and
Description Language (MSDL) which not only allows for the description of
the bitstream structure, but also con�guration and programming of the de-
coder. MSDL supports the varied set of coding techniques that realize the
new functionalities supported by MPEG-4.

For the storage and transmission of AVO data a high coding e�ciency
meaning a good quality of the reconstructed data is required [16]. Im-
proved coding e�ciency is particularly necessary for applications such as
video transmission over mobile networks or the Internet.

4.1. Overview of MPEG-4 system

Fig. 2 gives a very general overview of MPEG-4 system. The ob-
jects that make up a scene, are sent or stored together with information
about their spatio-temporal relationships i.e. composition information. The
compositor uses this information to reconstruct the complete scene again.
Composition information is used to synchronize di�erent objects in time and
to give them the right position in space. Separating this function from the
pure decoding of objects introduces the possibility to inuence the presen-
tation of a scene, on a screen or through the loudspeaker. Coding di�erent
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objects separately makes it possible to change the speed of a moving object
in the same scene or make it rotate, to inuence which objects are sent and
with which quality and error protection. In addition, it permits composing
a scene with objects that arrive from di�erent locations.

Fig.2 General overview of MPEG-4 system.

The MPEG-4 standard will not prescribe how any given scene is to be
organized in objects i.e. segmented. The reason for this is that MPEG-4
decoding standard which does not specify the encoding. The segmentation
is usually regarded to take place even before the encoding, as a preprocessor
step, which is never a standardization issue. By not specifying preprocess-
ing and encoding, the standard leaves room for manufacturers of systems to
distinguish themselves from their competitors by providing a better qual-
ity or more options. It also allows use of di�erent encoding strategies for
di�erent applications and leaves room for technological progress in analysis
and decoding strategies. MPEG-4 is building on the proven success of three
�elds: digital television, interactive graphics, applications, synthetic content
in the World Wide Web and provides the standardized technological ele-
ments enabling the integration of the production, distribution and content
access paradigms of the three �elds.

4.2. Video veri�cation model

The current focus of MPEG-4 video is the development of Video Ver-
i�cation Models (VMs) which evolve through time by means of core ex-
periments. The Veri�cation Model is a common platform with a precise
de�nition of encoding and decoding algorithms, which can be presented as
tools addressing speci�c functionalities. New algorithms/tools are added to
the VM and old algorithms/tools are replaced in the VM by successful core
experiments [17].
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General structure of the encoder in the MPEG-4 video VM is shown in
Fig.3 [13]. The signi�cant structure of this encoder is the representation base
on video object (VO) de�ning a visual scene [18]. A user, or an intelligent
algorithm may choose to encode di�erent VOs composing a source data with
di�erent parameters, di�erent encoding methods, or may even choose not to
code some of them. In most applications, each VO represents a semantically
meaningful object in the scene. To maintain a certain compatibility with
available video materials, each uncompressed VO is represented as a set of
Y, U and V components plus information about its shape, stored frame
after frame in prede�ned temporal intervals. Another important feature
of the video VM is that the encoder and decoder can therefore function
in di�erent frame rates, which do not even need to be constant through
the video sequence. Interactivity between the user and the encoder or the
decoder can be concluded in di�erent ways. The user may decide to interact
at the encoding level, either in coding control to distribute the available
bitrate between di�erent VOs or to inuence the multiplexing to change
parameters such as the composition script at the encoder. The user can also
inuence the decoding at the demultiplexer by requesting the processing of
a portion of the bitstream only, such as the shape [19].

Fig.3 Block diagram of the encoder in the MPEG-4 video VM.

General structure of the decoder in the MPEG-4 video VM is presented
in Fig.4. The structure of the decoder is basically similar to that of the
encoder in reverse, except for the composition block end. The method of
the decomposition of di�erent VOs depends on the applications and the
method of multiplexing used at system level. One important issue is that
of synchronization among di�erent VOs and other entities such as audio
data. In order to ful�ll the required functionalities of the video VM, the
data structure used in the syntax of encoder/decoder should be designed
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carefully [20]. The following hierarchy of classes is used in the video VM
syntax: Video Session, Video Object, Video Object Layer, and Video Object
Plane.

Fig.4 Block diagram of the decoder in the MPEG-4 video VM.

5. MPEG-7 Standardization

The objective of MPEG-7 standardization process is to provide an inter-
operable solution to extend, the capabilities of today's proprietary solutions
in identifying multimedia content. It is expected that MPEG-7 will be a suc-
cessful standard, which will transform demands from all �elds converging to
multimedia industry in technical speci�cations and at the right time. At the
same time, this standard has to leave enough free space for further improve-
ment of technical solutions through competition in the market. MPEG-7
work plan is shown in Table 2 [21].

MPEG-7 will specify a standard set of descriptors D that can be used to
describe various types of multimedia information. MPEG-7 will also stan-
dardize description de�nition language DDL for de�nition of other descrip-
tors as well as structures description scheme DS for the descriptors and their
relationships. Combination of descriptors and schemes shall be associated
with the multimedia content itself, to enable fast end e�cient search for
material of user's interest. Multimedia material may include: still images,
graphics, 3D models, audio, speech, video (both natural and synthetic) and
information about how these elements are combined in a multimedia environ-
ment. The special types of this general data may include facial expressions or
personal characteristics. It is important to emphasize that MPEG descrip-
tors will not depend on the way the content is coded or achieved. Moreover,
it is possible to add MPEG-7 descriptor to analog video signal and an image
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printed on a paper. However, MPEG-7 is to a great extent build around
MPEG-4 standard, which codes audio/video material as objects that have
certain relation in time (synchronization) and space (location on the scene).

Table 2. MPEG-7 work plan

Requirements October 1996

Call for proposals October 1998

WD (Working Draft) December 1999

CD (Committee Draft) October 2000

FCD (Final Committee Draft) February 2001

DIS (Draft International Standard) July 2001

IS (International Standard) September 2001

MPEG-7 will support the application of database searching ("pull" ap-
plications: on-line/o�-line video databases, retrieval and search/location of
multimedia information) and data distribution ("push" models on Internet,
�ltering according to user behavior, agents: broadcasting and Web casting).
The most general block-diagram of MPEG-7 application is shown in Fig. 5:
extraction of characteristics (analyze), standardized description and search
engine (application) [21]. Analyze and searching are not standardized be-
cause it is not necessary for interoperability and it leaves a space for industry
for continuous development and solution improvement.

Fig. 5 Processing chain and scope of MPEG-7 standard.

In Fig. 6 block diagram of an application that uses MPEG-7 standard
for description of multimedia content is shown. Final performances of appli-
cation crucially depend on a database structure: the indexing information
will have to be structured, e.g. in hierarchical or associative way [21], [22],
[23], [24]. The way the MPEG-7 data will be used to answer user queries
is outside the scope of the standard. This means, for example, that video
material may be queried using video, music, speech, etc. It is to the search
engine to match the query data and the MPEG-7 AV description.

MPEG-7 search/query engine could freely access any complete or partial
description associated with any AV object in any set of data, perform a
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Fig.6 Applications using MPEG-7.

Fig. 7 Example of a client-server architecture in MPEG-7 based data search.

ranking and retrieve the data for display by using the link information. An
example of architecture is illustrated in Fig.7 [21].

Access to multimedia material according to their content includes the
following scienti�c/technical �elds and research areas [25]:

� digital image processing (scene, face and gesture detection)

� processing of audio signals (phrase detection, word spotting ...)

� the problems of semantic and arti�cial intelligence (natural languages,
understanding in general sense...)
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� interface problems (query entering, results representation)

� computer networks (databases and distributed processing)

� servicing problems (delivery, copyrights, payment).

Theory and tools for browsing and image/video manipulation are at
present in the initial state of their development and many of the problems
are still unsolved. For decoders, image processing researcher has focused
on problems related to medical and military images. Access to multime-
dia material according to its content, include a number of scienti�c �elds:
digital image/audio processing, solving problems semantically with arti�cial
intelligence, interface problems, communication networks [26], [27].

6. ITU-T Recommendations

In the original ITU-T work plan, the goal was to de�ne a "near term"
recommendation in 1996, followed by a "long term" recommendation sev-
eral years later. The near term recommendation is what is referred to as
H.263. The original H.263 was developed for video compression at rates
below 64 kbits per second and more speci�cally at rates below 28,8 kbits
per second. This was the �rst international standard for video compression
which would permit video communications at such low rates [28], [29]. The
key technical features of H.263 are variable block-size motion compensation,
overlapped-block motion compensation, pixel-extrapolating motion vectors,
3-dimensional run-level-last variable-length coding, median motion vector
prediction, and more e�cient header information signaling (and relative to
H.261, arithmetic coding, half-pixel motion estimation, and bi-directional
prediction). In the original H.263 Recommendation, there is a mode by
which a bi-directionally predicted frame or B frame (as in MPEG-2) could
be multiplexed with a subsequent P frame in the bitstream thus saving some
of the overhead of having a separate frame in the bitstream.. The motion
vectors for B frame would be interpreted from the P frame motion vectors
and a small o�set to the interpolated vectors could also be transmitted in
the bitstream. Although in most cases, P-B pair of frames would be more
e�cient than a pair of P frames, in some situations this arrangement would
perform worse.

6.1. H.263+

After H.263 was completed, it became apparent there were incremental
changes that could be made to H.263 that can visibly improve its compres-
sion performance. Thus, it was decided in 1996 that a revision to H.263
would be created which incorporated these incremental improvements. This
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is H.263 "plus" with several new features. Hence, the name H.263+ (now
called H.263 Version 2). H.263+ contains approximately 12 new features that
do not exist in H.263. These include new coding modes that improve com-
pression e�ciency, support for scalable bitstreams, several new features to
support packet networks and error-prone environments, added functionality
and support for a wider variety of video formats. H.263+ falls into the fam-
ily of video coders commonly referred to as hybrid DPCM/DCT-based video
compression algorithms. Other video coders in this family include H.261 [30],
MPEG-1, MPEG-2, FCC/HDTV and MPEG-4 video. These video coders
typically employ 16x16 pixel block-based motion estimation and frame dif-
ferencing to reduce temporal redundancy. Discrete cosine transform (DCT)
is applied to 8x8 pixel block of the resulting residual frame. The transform
coe�cients are then quantized to reduce spatial redundancy. Lossless coding
techniques are applied to the resulting symbols to further reduce statistical
redundancies. A frame rate that has been temporally predicted is referred
to as an INTER coded or P frame. The frame is used as a basis of pre-
diction, which is usually the decompressed version of the previous frame, is
called the reference frame. When a frame is coded with no prediction from
a prior frame, it is referred to as an INTRA coded or I frame. An INTRA
coded frame is, for all intents and purposes, simply the result of still image
compression applied to a frame video [10]. A B (bi-directionally interpo-
lated) frame is predicted based on motion estimation/compensation and of
the previous and/or future frame. In H.263+ an improvement to the original
mode allows a complete motion vector to be transmitted for the macroblock
(MB) in B frame. Thus, a P/B frame pair can do no worse than a pair of P
frames. H.263+ provides the means by which the reference frame can be re-
sized, translated or generally warped before being used as prediction for the
current frame. This is referred to as Reference Picture Resampling (RPR)
mode. Several of the capabilities in RPR mode can positively impact com-
pression performance. For example, it is possible to indicate a global motion
parameter. This parameter may be able to describe the global motion, thus
allowing most of the block based motion vectors to be zero. With RPR,
an encoder could dynamically switch to quarter sized video until the large
motion subsides, thus avoiding "jerky" video. The display would continue
to be full size, however the video would have to be interpolated back to full
size prior to display.

Among the new features of H.263+, one of several which corrects design
ine�ciencies of the original H.263 recommendation is Modi�ed Quantization
Mode. This mode has four key elements:

� Indication for larger quantizer changes from macroblock-to-macroblock
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to better react to rate control requirements

� The ability to use a �ner chrominance quantizer to better preserve
chrominance �delity

� Capability to support the entire range of quantized coe�cient values
rather than having to clip values greater than 128

� Explicitly restricting the representation of quantized transform coe�-
cients to those that can reasonably occur

The second modi�cation of the original H.263 Recommendation is mo-
tion vector range, which was for the most part [- 16, 15,5]. When H.263+
mode is invoked, the range is generally larger and depends on the frame size
as shown in Table 3 [31].

Table 3. Motion vector ranges in H.263+

Frame sizes up to Motion vector range

352�288 [�32; 31:5]

704�576 [�64; 63:5]

1408�1152 [�128; 127:5]

Widths up to 2048 Hor. range [�256; 255:5]

H.263+ supports a wider variety of input video formats than H.263.
In addition to �ve standard sizes, arbitrary frame sizes, in multiples of 4,
from (32�32) to (2048�1152) can be supported, as well as other pixel aspect
ratios besides 12:11, and other picture clock frequencies besides 29,27 Hz.

H.263+ video enhancement layers belong to one of three categories:
temporal, SNR or spatial enhancement. Temporal enhancement is the pro-
cess by which the frame rate can be increased over the base layer. This is
accomplished via disposable bi- directionally predicted (B) frames as pre-
sented in Fig.8 [32]. Predicting from prior and subsequent frames usually
improves compression performance. B frames are not used to predict (with or
without motion compensation) the B and P frames. However, when added,
they raise the frame rate of the video sequence. Hence, the name temporal
enhancement layer.

SNR enhancement layer is shown in Fig.9 [32]. It is a re�nement to
the coded base layer frames. When a video frame is compressed, the de-
coded version is not an exact replica of the original frame. This is because
H.263+ is a lossy compression. It selectively throws away information in
order to improve compression performance without excessive degradation of
visual quality. If there is enough bandwidth for a decoder to receive the
SNR enhancement layer, the visual quality can usually be improved over the
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Fig.8 Bi-directionally predicted (B) frames.

base layer. Besides the prediction from the base layer, the H.263+ encoder
has the choice of including prediction from the previous frame in the SNR
enhancement layer as well. This is a modi�ed form of a bi-directionally pre-
dicted frame, called EP frame. When an SNR enhancement frame is only
predicted from the base layer and not a previous frame, it is called an EI
frame.

Fig.9 SNR enhancement layer.

Spatial enhancement is closely related to SNR enhancement. The only
di�erence is that the enhancement layer is twice the size vertically and hori-
zontally from the base layer. In this case, the input video is �rst down-sized
both vertically and horizontally prior to encoding as the base layer. After
that, the decompressed base layer frames are interpolated back to the orig-
inal size before being used as prediction for the spatial enhancement layer
frames. Di�erent enhancement types can be combined to provide a very
exible layered bitstream architecture.

Part of the process of transporting video bitstream over packet networks
is the fragmentation of the bitstream before being converted into a packet
payload. H.263+ improves support for this fragmentation operation through
the use of arbitrary resynchronization markers. The resynchronization mark-
ers are provided by slice headers in a sub-mode of the slice structured mode.
Slice headers can be inserted at any macroblock boundary.

When packet loss becomes substantial, it is possible to de�ne subpic-
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tures within each picture which do not depend on any information outside
the subpictures boundaries within the current frame or in any referenced
picture. In this way, error due to packet loss can be kept from propagation
to other regions. This is referred to as independent segment decoding mode.

H.263+ also provides the ability to indicate that a prior frame is suitable
to be used as a reference for compression, either positively or negatively. This
is referred to as reference picture selection.

6.2. H.263++

The H.263++ development e�ort is intended for near-term standard-
ization of enhancements to produce a third version of the H.263 video codec
for real-time telecommunications and related non-conversional services. The
work plan for H.263++ is shown in Table 4 [9].

Table 4. H.263++ work plan

September 1997 Adoption of work plan

November 1998 First formal draft adoptions

February 1999 Last formal draft adoptions

November 1999 Final draft for determination

February 2000 Determination

July 2000 Final draft for decision

November 2000 Decision

Key technical areas showing potential for performance gain of H.263++
are:

� Error resilient data partitioning,

� 4�4 block size motion compensation,

� Adaptive quantization,

� Enhanced reference picture selection,

� Inverse DCT mismatch reduction,

� Deblocking and deringing �lters,

� Error concealment.

6.3. H.26L

The long term recommendation H.26L (previously called H.263 L) is
scheduled for standardization in 2002 and may adopt a completely new com-
pression algorithm. The H.26L is aimed at developing new video coding
technology beyond the capabilities of incremental enhancements to H.263,
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for longer-term standardization. It is aimed at very low bitrates, real time,
low end-to-end delay coding for a variety of source materials. It is designed
to have low complexity permitting software implementation, enhanced er-
ror robustness (especially for mobile networks) and adaptable rate control
mechanisms. The applications targeted by H.26L include: real-time conver-
sational services, Internet video applications, sign language and lip- reading
communication, video storage and retrieval service, video store (VoD) and
forward services (video mail) and multi-pint communication over heteroge-
neous networks. The IMT-2000, future mobile communication environment,
is a key application area for H.26L. H.26L should provide more error robust-
ness capability as well as substantially improved compression performance
for an application to future mobile multimedia systems. The work plan for
H.26L is shown in Table 5 [10].

Table 5. H.26L work plan

January 1998 Call for proposals

November 1998 Evaluation of the proposals

April 1999 1st Test Model of H.26L (TML1)

1999-2001 Collaboration phase

October 2001 Determination

July 2002 Decision

The following technical proposals are evaluated in response to the call
for proposals for H.26L [33], [34].

� Modi�ed prediction/transform based method

� Vector quantization with blocks approximation either by reference to a
codebook or by motion compensation from a previous frame

� Loop-�ltering method for reducing the blocking artifacts, corner outliner
and the ringing noise

� Adaptive scalar quantizer scheme using non-zero level codebooks

� DCT-based embeded video coder using rearrangement of DCT coe�-
cients

� Low bitrate video coder: rough segmentation, a�ne motion compensa-
tion scheme, vector quantization and multi-shape DCT

� Data partitioning method using data reordering algorithm

� Video coding using long-term memory for multiple reference frames and
a�ne motion compensated prediction
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7. Conclusion

The standard developed over �ve years by the MPEG explores every
possibility of the digital environment. Recorded images and sounds co-
exist with their computer-generated counter-parts, a new language for sound
promises compact-disk quality at extremely low data rates, while the mul-
timedia content could even adjust itself to suit the transmission rate and
quality.

The world wide acceptance of MPEG-2 in consumer electronics has lead
to large production scales making MPEG-2 decoder equipment inexpensive
and therefore also attractive for other related areas, such as video com-
munications and storage and multimedia applications in general. Because
MPEG-2 was designed as a transmission standard, it supports a variety of
packet formats (including long and variable length packets of from 1 up to
64 kbits) and provides error correction capability that is suitable for trans-
mission over cable TV and satellite links.

MPEG-4 allows the user to interact with objects within the scene,
whether they derive from the so-called real sources, such as moving video, or
from synthetic sources such as computer-aided design. Authors of content
can give users the power to modify scenes by deleting, adding or reposition-
ing objects or to alter the behavior of the objects. The video coding standard
MPEG-4 is enabling content-based functionalities by introduction the con-
cept of video object planes. MPEG-4 will integrate most of the capabilities
and features of multimedia into one standard including live audio/video,
synthetic objects and text. One of the outstanding features of the evolving
MPEG-4 standard is the possibility of object-based image access to coded
video data. The user has the possibility to interact with the audiovisual
scene by selecting single objects, move the object within the virtual scene
and change object attributes like size or orientation, The problems associ-
ated with rate control for coding multiple video objects were addressed, too.
This type of algorithm is useful in supporting the object-based functionalities
which are central to the emerging MPEG-4 standard.

MPEG-7 aims to standardize a set of multimedia description schemes
as well as to support a number of audio and visual descriptions, including
free text, N-dimensional spatio-temporal structure, statistical information,
objective attributes, subjective attributes, production attributes and com-
position information. For visual information, descriptions will include color,
visual objects, texture, sketch, shape, volume, spatial relations, motion and
deformation. MPEG-7 also aims to support a means to describe multime-
dia material hierarchically according to abstraction levels of information in
order to e�ciently represent a user's information need at di�erent levels.
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The H.263 video standard is based on techniques common to many
correct video coding standards. The key technical features of H.263 are
available block-size motion compensation, overlapped block motion compen-
sation, pixel extrapolating motion vectors, 3-dimensional run-level-variable
length coding, medium vector prediction and more e�cient header informa-
tion signaling. H.263 supports �ve standardized picture formats: sub-QCIF,
QCIF, CIF, 4 CIF and 16 CIF.

H.263+ o�ers many improvements over H.263. The added exibility
opens H.263+ to a broader range of video scenes and applications, such as
wide format pictures, resizeable computer windows and higher refresh rates.
Another major improvement of H.263+ over H.263 is the improvement of the
delivery of video information in error-prone, packet-lossy or heterogeneous
environments by allowing multiple display rates, bitrates and resolutions to
be available at the decoder. Furthermore, picture segment dependencies may
be limited likely reducing error propagation.

Finally, H.26L is designed to have low complexity permitting software
implementation enhanced error robustness and adaptable rate control mech-
anisms.
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