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LOAD BALANCING IN DISTRIBUTED SYSTEMS

Wolfgang Weber and Michael Witt

Abstract. Distributed systems can be either connected computer or an array
of single processor systems. The described method of speed performance, real-
ized by load balancing procedures, can be used to both of these basic structures.
By the application of genetic algorithms, using mutation as well as crossover,
an optimal distribution mode is guaranteed.

1. Introduction

To get a high speed performance in parallel systems, an optimal process
distribution is the basic condition [1]. Generally it is not possible to paral-
lelize an algorithm totally, which means, that always a serial part remains
limiting the maximum calculation speed compared to a totally parallel dis-
tributed process.

They are several conceptions to express the in
uence of this serial part to
the theoretical computing capacity [2]. We �nd here the

� the Amdahl's law and
� the scaled law of Gustavson

Both formulas are based on the direct comparison between a one{ and a
multi{processorsystem. The gain in speed{up de�ned by

SN =
ts;ges

tp;ges
(1)

is regarded.

Here is ts the execution time of the serial part of the algorithm and tp the
execution time of the equivalent parallel algorithm.

Amdahl's law results from the idea, that the in
uence of the serial part
grows with the number of processes. In comparison to that the hypothesis of
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Gustavson's law argues that even using massivily parallel computer systems
does not in
uence the serial part and regards this part as a constant one.
Practical experiences could proof that [2]. Figure 1 illustrates the two laws.

Figure 1. Theoretical speed{up a) Gustavson and b) Amdahl.

Not regarding the granularity, i.e. the degree of parallelism of the algo-
rithm which can be in
uenced by the user their communication and admin-
istration needs are a further value of in
uence which cannot be neglected.
This can be shown by modelling, f.e. realized with the work{/exchange
model [1], [3].

Distributing the processes means additional e�orts and costs. So the
communication and administration demands cannot only be reduced by the
system software. Instead of that the used hardware should already o�er
some facilities.

Possible points of in
uence are hierarchical system topology and { on the
execution level { packet switching (see �gure 2).

1.2 Dynamical load balancing

The aim of the load balancing is to optimize the process distribution for
the theoretical computing capacity. Here the set of the possible transforma-
tions of the process graph P onto the system graph N (see �gure 3) must
be regarded.

V = f� j � : P ! Ng (2)
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Figure 2. Hierarchical system topology.

Figure 3. a) Process graph and b) System graph.
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For the load quotient Lq i.e. the unbalance of load between the processors
is demanded:

Lq

wmax(�)

wopt

= 1 with wmax =
N

max
i=1

wi; (3)

where wopt results by de�nition from an equal distribution (�opt) of the load.

The number of possible process distributions increases by N ! (N is the
number of processors). So the load balancing problem is not at all trivial
and cannot be solved easily.

In the following section a dynamical load balancing is described. This
means the distribution of processes during their runtime. In comparison to
static methods { using the number of processes and/or the memory require-
ments { the stochastical runtime behaviour of all processes is not neglected
[4].

2. Realization

Most of the conventional dynamic load balancing methods use only the
number and/or the RAM demand of the processes. They so don't regard the
time related values. Here the number of processes is the only parameter in
the optimization process. The execution time of the processes is additionally
assumed to be constant. This asumption is valid only in exceptions.

Therefore the load balancing method described in the following sections
begins with the time related de�nition of the load quotient

Lq =
tmax(�)

topt
(4)

2.1 Estimation of load

Before distribution change of the load can be realized the load data must
be derived by special methods. Here we must separate

� computing load
� communication load.

The estimation uses a simple counting method. Here within a given mea-
suring interval the di�erence of in and out going communication demands
and the number of calls of the measuring process are counted. The measur-
ing process is added to the APL (Active Process List) of the processes of
low priority [5].

The resulting load data are used to calculate process related values re-
garding the work and data storage of the processes and then to leave it to
the control instance of the processor node.
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2.2 Evaluation procedure

The evaluation procedure bases on a "genetic" algorithm. The simplicity
of the operators used for the modelling of the "natural optimization process"
[6], as crossover and mutation is used for the solution of the load balancing
problem. Further advantages of genetic algorithms are the convergence and
easy parallization.

Figure 4 shows the basic structure of the method. From a given number
of possible solution vectors, i.e. process distributions (basic population) �rst
the two best solutions are calculated and changed by stochastical mutations
within the vectors (mutation) and between the vectors (crossover) [6].

Figure 4. Structure of the genetic algorithm

Next the new generated solution vectors get �tness values and are even-
tually added to the population. The optimum is so represented by the so-
lution vector with the greatest �tness. The calculated load data in
uence
the calculation of the �tness. The aim of the optimization is to minimize
the di�erence of load data over all the processors. The type of the method
results in a favorization of solutions with high "quality", i.e. brings process
distribution in the environment of the optimum.

Hereby also the good convergence of the method can be explained as
optimization operators the position based crossover and the position based
mutation with the probability of 0:4� 0:7 (crossover) resp. 0:6� 0:8 (muta-
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tion) is used. More complicated operators bring only a worse time behaviour
because quite di�erent to the travelling salesmen problem the uniqueness of
the solution vectors is not demanded in advance.

Regarding the special structure of the parallel system [3] the load bal-
ancing method is parallelized following the network model. The process
distribution is in the beginning only locally done, i.e. within the processor
node. For the exchange of load tables between the single processor nodes
static connections for the communication are used.

Results of simulation show that very short process times have a negative
in
uence to the e�ciency of the method. This can be easily understood
as the load estimation and not least the execution time of the genetical
algorithm cause a certain latency time. This grows with the number of
processes.

For average and big process execution times and high values of granularity
the method anyhow works very e�ciently. This exactly is knownly given for
the most scienti�c applications.
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