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LAYERED VIDEO CODING TECHNIQUES

IN HIGH DEFFINITION TV:

DEVELOPMENTS AND RESEARCH ACTIVITIES

Zoran Bojkovi�c

Abstract. This paper seeks to provide some developments, recent e�ects

and research activities in the �eld of layered video codiug in high de�nition

TV (HDTV). The status of the packet video is briey reviewed. Bene�ts and

shortcomings of packetized video are pointed out, too. Some types of layered

video coding schemes are identi�ed. The approaches in which the layering is

performed using subband coding, as well as discrete cosine transform coding

with HDTV pictures are demonstrated. Finally, some research directions are

recommended.

1. Introduction

Layered techniques o�er attractive features for video coding in several

applications including high de�nition TV (HDTV). The coding of HDTV

for digital transmission via Broadband Integrated Services Digital Network

(BISDN) is of importance since digital �ber optics may represent the most

viable means for avoidiug transmission impairements and delivering very

high image quality. Some studies have indicated that high quality HDTV

coding can be achieved near 135 Mbit/s which is about the BISDN pay load

of the SONET channel.

A layered video coding structure for an ATM network is an important

concept because the layered structure is useful not only for source exi-

bility but also for packet loss prediction/recovery. Coding schemes based

on discrete cosine transform (DCT) are suitable because spatial frequency
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components can be classi�ed into layers according to the quality degradation

caused by packet loss.

The advantage of a DCT based layered structure is that we can divide

the transform coe�cients on a block by block basis so as to control the

distortion caused by packet loss [11,12]. Subband coding (SBC) is also well

suited to an ATM environment [6].

In order to cope with cell loss as a result of congestion, several multi-

layer coding schemes in conjunction with packet priority have been proposed

[5,10). In a multilayer approach, the images are segmented into a main sig-

nal and enhancement signals. The main siguals and enhancement signals

are packetized into separate cells, and the main signal is labeled with a

high priority while the enhancement signals are labeled with lower priorities

[17]. These multilayer coding schemes are essentially a type of hierarchi-

cal coding since the data to be transmitted are organized in a hierarchical

fashion. Namely, the main signal is the top level signal and can be used

alone to produce a rough reconstruction of the transmitted picture, while

each enhancement signal can be added to produce more picture details [16].

Therefore, if the network allows di�erent loss priorities, the highest priority

should de�nitely be assigned to the main signal and lower priorities to the

enhancement signals according to their importance. In [6], subband �ltering

is used to decompose the images, while in [5,10] DCT is used.

After a short background, Section 2 begins with bene�ts and short-

comings of packet video, while Section 3 contains HDTV in the Moving

Picture coding Experts Group. Compatibility and scalability approach are

addresssed in Section 4. Layered coding techniques developments are ad-

dressed in Section 5. The corresponding research directions and activities

are presented in Section 6, while Section 7 summarizes the paper.

2. Bene�ts and shortcomings of packet video

In layered coding, the video information is divided into several layers

with lower layers containing low resolution information and higher layers

the higher resolution information in descending order of importance. Such

a model has the potential to enable integration of video telephony, broad-

cast quality video and high quality video services. In video services where

bandwidth is at a premium, lower layers can provide the desired quality

and in broadcast applications, a variable number of higher layers can be

integrated with the lower ones to provide the quality and the bit rate that

is compatible with the service requirement and the receiver. Furthermore,

layered approach may also make the introduction of HDTV more feasible by

providing compatibility with the current TV.
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Potential bene�ts of packet video are:

a) Integration of video with voice and data in a common packet switched

system which o�ers some cost savings through sharing of switching and

transmission resources,

b) Packet internetworking techniques can be applied to provide intercom-

munication among video users on di�erent types of networks,

c) Signi�cant advantages in channel utilization for video services by allow-

ing convinient accomodation of video terminals with di�erent bit rates

and data formats, and

d) Nodal processors use sophisticated error control and packet accounting

techniques enabling unsophisticated video terminals to be used in more

advanced applications.

On the other side, it is important to stress that packet networks are not

without shortcomings for video communication, some of which are:

� Most packet switched networks are designed for time sharing appli-

cations, typically involving slow terminal speeds, asynchronous opera-

tion and relatively short messages. However, video applications have

a somewhat di�erent set of requirements i.e high data rate, long mes-

sages, short end-to-end delay and full duplex real-time mode of opera-

tion (videoteleconferencing).

� Large end-to-end delay in packet networks, especially for video and voice

applications is a serious problem for real time applications.

In addition to designing and laying out packet switched networks for

carrying data, voice and video on the same transfer medium, a number of

problems and issues need to be researched so as to realize the bene�ts of

packetized video. Some major problems are: development of packet proto-

cols for call set-up and video transport, strategies for reconstitution of video

from packets arriving at nonuniform intervals, statistical analysis of di�er-

ent types of video sequences to understand the characteristics of video data

to be transmitted over packet switched networks, development of e�cient

packet video multiplexing techniques in order to exploit the uncorrelated

time variant characteristics of multiple video sources, strategies to handle

packet loss, packet jitter and channel errors, strategies that will minimize

packet overhead and strategies for e�ective packet control to enable network

links to be heavily loaded without congestion, optimal size of video packets

that will minimize both the end-to-end delay and the e�ect of packet defects

and random bit errors on reconstructed image quality, optimal packet video

switching strategies to reduce both the packetization delay at each node and

the overhead due to header.
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Since the issues mentioned are inter{related, it is essential to study the

impact of possible solutions to any problem on other parameters and issues.

For example, end-to-end delay is a�ected by several parameters like coding

rate, packet protocol, packet size, packet header parameters, channel band-

width, the number of trunk circuits, routing, error control and protection

schemes as well as packet switching speed.

3. HDTV in moving picture coding experts group

The introduction of the Moving Picture coding Experts Group (MPEG)

in the International Standard Organization (ISO) can be viewed as a �rst

step towards generic solutions not intended for bounded application areas

[3]. The MPEG-1 was dissmissed as not providing su�cient quality for TV

broadcasting applications, although it was adopted by consumer electronics

and computer companies as a viable compromise between quality and bit

rate for many other applications such as compact disc interactive (CDI) [7].

When MPEG began its work towards a second standard encompass-

ing interlaced formats and higher bit rates (MPEG{2), many of the TV

broadcasting organizations began to take more interest. ISO and the former

CCITT appreciated the desirability of reaching common text for MPEG{2

and H.26x, the latter being the working name for the BISDN video coding

standard.

Although MPEG{2 was initially perceived by many as being restricted

to resolutions not higher than the former CCIR Recommendation 601, it was

evident that the studies for MPEG{2 were also highly applicable to HDTV.

This notion was strengthened by experiments with layered coding meth-

ods. These were favoured by those wishing to provide both CCIR 601 and

lower resolutions from one encoded bit stream. The concept of being able

to extract decoded images at more than one quality level is seen as being

important by a growing number of the participating organisations in MPEG.

On May 1993, the digital system proponents announced that they had

formed a "Grand Alliance" aimed at developing a US standard for terres-

trially broadcast HDTV. In summer 1995, the proposed standard was going

to be submitted for �nal certi�cation to the Federal Communications Com-

mission (FCC). For compression of video signals, the Grand Alliance uses a

motion compensated DCT algorithm that was employed by all of the con-

tenders in the �rst round of testing. DCT exploits spatial redundancy while

motion compensation exploits temporal redundancy. DCT was chosen for its

good energy compaction properties and the many fast algorithms available

a�ord low cost implementation. In addition, the Grand Alliance system em-

ploys source adaptive coding and other techniques in order to improve the
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coding e�ciency. MPEG-2 syntax from the Moving Picture Experts Group

will be used. The MPEG-2 tool supports most of the compression algo-

rithms. It will also promote world wide acceptance of the Grand Alliance

System which conforms to the MPEG-2 main pro�le implemented at high

level.

4. Compatibility and scalability

MPEG is interested in compatible and scalable coding. There is also an

interest in exploiting layered coding to provide compatibility between exist-

ing the former CCITT Recommendation H.261 codecs on the narrowband

ISDN and potential new higher quality codecs on the BISDN [4].

MPEG de�nes a scalable bit stream as one having the property that part

or parts of it may be discarded and yet a decoder can still produce useful

results [1]. Compatible layered coding provides a degree of scalability, the

granularity available depending on the number of layers. Scalable algorithms

do not necessarily give compatibility. Great emphasis has been placed on

scalable coding for digital terrestrial TV broadcasting. Receivers of varying

processing power would be able to decode a particular service from a single

encoded bit stream. One such scenario is a HDTV service which embedded

extended de�nition TV (EDTV) and standard de�nition TV (SDTV). The

HDTV and embedded EDTV signal would be decoded by �xed{site receivers.

5. Layered coding techniques developments

Previously investigated work in the literature on layered coding has

focused on two areas [9,14]. The �rst of these is the re�nement of coded

pixel residuals. That is, actual pixel di�erence between an input frame and

the resulting coded frame is found and these residuals are then coded and

sent in the second (re�nement) layer. A second approach has been to send

additional "frequency" information in the second layer. In the case of the

popular DCT, this involves sending a subset of the DCT coe�cients in the

baseline layer, providing a coarse but lower rate representation of the block

frequency content.

5.1 Subband coding as an example of a

frequency{domain separation

In frequency domain separation, the pyramid data video structure is

formed in terms of their frequency components. The basic idea of the SBC

is to divide the frequency band of signal into a number of subband by a

bank of bandpass �lters. Each subband is then translated to baseband by



66 Facta Universitatis ser.: Elect. and Energ. vol. 9,No.1 (1996)

downsampling and encoded separately. At the receiver, the subband signals

are decoded and upsampled back to the original frequency band by interpo-

lation. The signals are then summed to give a close replica of the original

signal.

Karlsson and Vetterli [6] have proposed subband coding for compressing

video for transmission over packet switched networks. Consider a subband

coding scheme shown in Figure 1.

Fig. 1. Subband coding block diagram

The video sequence is passed through a bank of bandpass �lters (BPF)

and then the signal corresponding to each band is subsampled to its Nyqist

rate. Some of the high bands can be thrown away and others are coded using

the traditional coding algorithms. In the receiver, the opposite is done. In

[6], lowpass and highpass �lters are applied in all three dimensions, �rst in

the temporal dimension, and then in the horizontal and vertical dimensions.

At each stage of �ltering, the signal is subsampled by a factor 2. Thus, 8

bands are generated. The lowest band is again subsampled and bandsplitted

in horizontal and vertical dimensions giving rise to 4 more bands. Thus, 11

bands are generated in all with 10 bands displaying a signi�cant reduction in

variance. The lowest band, which is highly correlated, is DPCM encoded and

the other low variance subbands are PCM encoded with reduced number of

quantization levels where the number of bits allocated to pixels in each band

depends upon the variance. Finally, the encoded subbands are run-length

encoded to exploit the fact that the encoded subbands have large connected

areas of zero valued samples in each frame of each subband. The sign PAD

means packet assembler/disassembler.

In order to improve the coding e�ciency, subband coding can be com-

bined with other coding techniques like DPCM, DCT, vector quantization
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(VQ).

In motion compensated interframe SBC approach, the spectrum of each

frame of video signal is �rst decomposed into smaller frequency bands, where

each can be coded. To preserve its hierarchical structure, each band is coded

independent of higher frequency bands, but can share information with the

lower bands.

5.2. DCT coding

The intra�eld DCT coding scheme was developed for e�cient HDTV

transmission at 135 Mbps [2]. In order to reduce hardware complexity and

avoid error propagation from frame to frame, intra�eld coding is employed.

It is assumed that the input HDTV source is interlaced. The 8 � 4 DCT

is used, since the vertical correlation is smaller than the horizontal corre-

lation in a �eld. Besides, the transform based on a smaller block size is

computationally more e�cient. Features of the coding system also include

DPCM coding for DC terms, frequency weighting, two{dimensional entropy

coding, nonlinear quantization, as well as bu�er feedback control. However,

the system will su�er very noticeable degradations when cell losses occur.

In the DCT domain, the transform coe�cients readily render them-

selves into a hierarchical structure since an approximate image can be re-

constructed based on some low order coe�cients and increasingly better

approximations can be achieved by adding more coe�cients.

In order to partition the DCT coe�cients into layers, division of a zig-zag

scan of the data is introduced. Here, the point of division in the zig-zag scan

is proposed to ensure video quality at a certain level during heavy tra�c. It

is assumed that the low frequency layer should be assigned to high priority

packets and the high frequency layer would be assigned to low priority pack-

ets. The division point is determined by evaluating the following distortion

along the scan direction starting from the highest frequency coe�cient to be

coded, i.e

DL =

LX

k=1

� q(k)

1� a(k)

�
2

(1)

where q(k) is a quantization step size, while a(k) represents prediction co-

e�cient associated with k-th DCT coe�cient in the scan. If DL exceeds a

predetermined threshold Dth, then the data scanned to the (k�1)-th coe�-

cient would be assigned to a low priority packet. The degradation by packet

loss can be evaluated considering the propagation by using equation (1).
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The DCT split also su�ers from the same di�culty as subband coders

over �xed bit rate allocations. This can be overcome by subtracting the

quantized values of the lower layer coe�cients so that the coding errors in

them are passed to the higher layer in addition to the other coe�cients [8].

Therefore, higher layers have the opportunity to balance distortion in the

low and high resolution components of the decoded composite. When motion

compensation is used, drift can arise in decoders which are reconstructing

pictures from only part of the total bit stream. The reason is that the

reference pictures on which motion compensation is being performed are

di�erent at coder and decoder.

A DCT split algorithm was investigated and proposed in [13]. In spite

of the mentioned di�culties, this technique has elegance and continuous to

be investigated in MPEG. A variant is the data partioning of the coe�cients

in a single loop encoder. This allows transmission systems to protect parts

of the bit stream and permits decoders to ignore parts of it.

5.3 Inter/intra{frame layered DCT coder

The coder uses the inter{frame, also called composite mode or the intra-

frame mode, depending upon whether or not there has been signi�cant mo-

tion between the previously decoded frame and the present frame, on a frame

by frame basis. In this way, we make optimal utilization of either the tempo-

ral or the spatial redundancy. To deal with the problem of error propagation

from frame to frame while in the inter{frame mode, we propagate a vertical

strip of width equal to an integer multiple of the block width. This strip

is coded by an intra-frame DCT algorithm, while the rest of the frame is

coded by an inter-frame DCT coder. Such a composite arrangement en-

ables complete refreshement of the whole frame in a few frame periods. The

inter/intra frame DCT coder is shown in Figure 2.

Fig. 2. Inter/intra frame DCT coder

Based on the mean and the variance of a �xed number of pixel di�er-
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ences between the current frame and previously decoded frame at random

pixel locations, a statistical parameter is computed and compared against a

threshold. If the computed parameter is found to be less than the threshold,

an inter{frame mode is selected. Else, an intra-frame mode is selected.

In inter{frame mode, a di�erence frame is computed based on the frame

replenisment approach and a vertical strip on width equivalent to the block

width, or multiple block width, is replaced by intra-frame di�erence values.

A simple predictor is used to derive the intra-frame di�erence strip which

is independent of any data from both the previous frame and the present

frame outside the strip. Starting from the left side of the edge of a frame,

this strip is advanced in a non-overlapping manner sequentially every time a

new frame is coded in a composite mode. For example, in a video sequence

whose frame resolution is 512 � 512 pixels, with strip width of 16 pixels,

the whole frame is refreshed in 32 frame periods, provided all the frames

are coded in the composite mode. After 32 frame periods, the cycle repeats

itself. If the decision is to do intra-frame coding, an error frame can be

generated in a number of ways by using di�erent types of predictors. The

frame can be divided into vertical strips of equal width, i.e, 64 pixels each

and previous pixel predictor can be used in each strip independently. This

approach limits the propagation of decoded errors to the strip itself.

The generated di�erence frame is divided into blocks of 16 � 16 pixels,

which are then coded using a DCT. The DCT coe�cients of a block are

zig{zag scanned and a set of very high frequency coe�cients are discarded.

The remaining coe�cients are divided into layers - sets of coe�cients. The

low frequency layer is transmitted �rst, followed by the higher frequency

layers until the last layer corresponding to the desired video quality has been

transmitted. If the total energy content in a certain layer is small, that layer

and the layers above it, are discarded completely and are not transmitted,

then further increasing the compression. These layers are transmitted in such

a manner as to enable progressively improving reconstruction of decoded

frames at the receiver. A �xed number of bits are assigned to the coe�cients

of each layer, which may then be entropy coded to further increase the

compression. However, employing variable codeword - size entropy coding

adversely impacts the resynchronization of video in the event of cell loss

unless resynchronization ags are inserted in the cell adaptation header.

5.4. Pel split

The pel split is a hierarchical arrangement. The classical con�guration

in which the lower layers are produced by �ltering and downsampling is

shown in Figure 3. The coded versions are upsampled and subtracted from
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Fig. 3. Classical con�guration for the pel split

the originals to yield inputs for higher layers.

By Dw we mean downsampling, while Up represents upsampling. SDTV

is standard de�nition TV.

Fig. 4. Two layer version of the multilayer scheme

Figure 4 shows a two{layer version of the multilayer scheme. In fact,

there are two loops, each coding a particular picture resolution. The sources

for each loop are derived by appropriate downsampling of the HDTV in-

put. Let be: T{transform, Q{quantizer, Dw{downsampling, PS{picture

store, T�1{inverse transform, Q�1{inverse quantizer, Up{upsampling, and

Sw{switch. Coding in each loop is independent, but a prediction is avail-

able from the SDTV loop to the HDTV loop. Each produces a complete

MPEG video bit stream from sequence header down to block level. These,
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bit streams are multiplexed together at the MPEG system level at suitable

intervals to prevent the introduction of undue delay.

The bottom layer is coded independently, the only link with the top

layer being the upsampling which is carried out on the reconstructed bottom

layer pictures. Therefore, it is possible to code the bottom layer with any

algorithm, such as H.261, MPEG-1, or MPEG-2.

5.5. Layred coding of block motion vectors

A layered coding scheme that utilizes motion vector re�nements, as

well as the pixel di�erence requantization was proposed in [15]. Blocks in

the baseline layer are motion compensated in the usual sense. For the pur-

pose of re�nement, the block is then divided into a set of subblocks and

the motion of each of these smaller subblocks is also predicted, leading to

more accurate prediction of overall motion details. In the case where the

baseline layer is coded video, additional motion information will be sent in

the re�nement layer describing the displacements of the individual blocks

within a motion compensated macroblock, leading to more accurate motion

prediction. In addition to the macroblock level motion prediction normally

carried out in baseline coding process, block level motion prediction is also

performed on a parallel operation. For each of the four blocks in a single

macroblock, the macroblock's motion vector is subtracted from the individ-

ual block motion vectors, the residuals being the block level re�nements to

the original macroblock motion vector.

At the receiver, the baseline coded video and enhancement bit streams

are decoded concurently. The coded video stream, upon decoding, gives the

motion compensated location for each macroblock and, thus, the four blocks

that comprise the macroblock in question. If the enhancement information

for a particular macroblock in a frame indicates additional motion vector

re�nement is present, then the baseline decoded blocks are replaced by the

decoded blocks pointed to by the block level motion vectors, providing a

more accurate description of pixel motion.

6. Research directions

Earlier work on packet video was concerned with the e�ects of packet

losses and means for interpolating the signal in the presence of packet losses.

This line of research is being reactivated today, because of the increasing

importance of the ATM packet technology. An important concept here is

that of layered coding. The output of the source encoder is divided into

cells of varying signi�cance, typically with two layers, or levels of it. When
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the packet network is congested, the idea is to drop cells of lower prior-

ity. In the case of uncompressed PCM data, the prioritization of encoder

bits is straightforward. But in low bit rate coders, the optimization of the

communication network will depend on perceptual cues for cell layering and

subjective methods for measuring the user acceptance of layered coding.

People �rst become interested in layered coding as a means of providing

resilience against cell loss errors in ATM. The principle of layered coding for

error resilience is to separate the coded data into two or more parts which are

accorded di�ering priorities in the network. Data whose loss would be more

visible in the decoded pictures are given higher priority. This might include

addressing information, the lower spatial frequencies and motion vectors.

Error resilience is also highly desirable in broadcasting environments,

such as satellite and terrestrial distribution. Although error correction cod-

ing can be employed to reduce transmission errors, there is a point of de-

creasing returns where it is more economic, in bit rate terms and probably

�nancial terms, to accept that some errors may reach the video decoder and

to attempt to conceal them there. Layering is a powerful tool in the overall

design of such systems.

An important aspect of terrestrial broadcasting is graceful degradation.

As the receivers are placed near the limits of transmitter range, the receivers

picture should degrade slowly from high de�nition resolution to standard

de�nition resolution. The lower layer bit stream is heavily protected through

either modulation techniques or error correction. The higher level is less well

protected and will be more prone to errors.

More sophisticated techniques can be used through the use of scaled

versions of the lower layer motion vectors to provide compensation in the

upper layer.

7. Conclusions

A layered VBR coding model o�ers a number of advantages, which are

compatible and consistent with the characteristics of the ATM network. A

number of experimental packet video coding techniques has been reviewed.

It would seem that the frequency domain techniques generally o�er a layered

structure, immunity to packet loss and packet defects, exibility to quality

and bit rate selection, as well as congestion control.

In order to limit the loss of cells and minimize its e�ects on video qual-

ity degradation, layered coding technique can be recommended. Each layer

when upsampled can, but need not, contribute to a prediction of the next

layer. This technique permits a very great deal of exibility. It is also
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possible to utilize a di�erent balance between coding e�ciency and imple-

mentation complexity in each layer.
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