TIME MANAGEMENT PROCEDURE IN COMPUTER CHESS
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Abstract. Each player possesses two important resources during a chess game. One is material - pieces at his disposal while second one is time shown on the clock. Until now, efforts invested in development of chess programs largely focused on position evaluation function and algorithms for searching through state space, while time management has not received much attention. In this article, we deal with some models of time management during the game.
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1. INTRODUCTION

Time management is a real problem that clearly belongs to the domain of artificial intelligence, because it is weakly defined and it is not possible to give any clear prescription on which portion of available time should be spent for analysis of given position (Hyatt, R.M. (1984)), (Markovitch, S. and Sella, Y. (1996)). Several factors influence the decision: remaining thinking time, expected number of moves until the time control or until the end of the game, attributes of the analyzed position, opponent’s remaining thinking time and opponent’s strength (Hyatt, R. M. et al. (1985)). We can rarely find a player who solves this problem in a satisfactory way. Many players, burdened by responsibility, tend to postpone the move execution, reaching the time-trouble eventually.

One general, but not too useful a rule, could be: if during analysis we determine, with high probability, that the move that has been considered the best until now will be replaced by another move, then the analysis should be continued. Otherwise, it should end. The size of the threshold for this probability should be determined experimentally so that the result is maximal (Kocsis, L. et al. (2000)). This threshold should increase/decrease in proportion to the expected number of moves until the end of the game and remaining thinking time.

Typical example is recapturing a piece that answers the opponent’s capture. If the position is quiet and if we have only one possibility of recapture, then the answer is, as it is
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commonly said, forced and no thinking will be able to change the decision. Thinking in such position would be a clear waste of time. Players execute such recaptures in a moment, regardless of how important the game is. For a program, even this, seemingly simple task is problematic, because it is not easy to determine what 'a quiet position' is. In stormy positions, it often happens that instead of a recapture a player may opt for another move, one that is creating a greater threat, or even sacrifice another piece.

For a chess program, it is best to use a separate code (time manager), which receives, as input from the main program, required elements and whose only task is to determine the amount of time that should be spent for the following move (Do, C. et al. (1996)). Time manager must not be too complex, so that it does not spend a significant amount of additional time itself (Fogel, D.B. et al. (1996)). It should adjust its activity in accordance with the available time. In case of time-trouble, its calculations must be rougher and faster.

2. MODEL

One rough model would be that at the very start of the game, according to available time $T$ and average number of moves in a game $N$ we determine time $\tau$ that we plan to use for every move, $\tau = T/N$. From large collection of 140,000 games of strong masters, we found that $N=84.7$. We excluded draws in less than 18 moves, as these are mostly agreed before game. This system does not spend additional time itself, but has significant disadvantages. If game lasts less than $N$ moves, a portion of time remains unused, and if it lasts longer, the time will run out. Because of easy calculation, it is especially convenient and useful for a human player who is prone to entering zeitnot.

In order to reduce the risk of running out of time, this model can be slightly corrected. For $N$ we can take not the average number of moves, but the number of moves after which, most probably, most games would finish (for example 95%). We addressed our games collection again to determine $N$ experimentally. Figure 1. shows distribution of the number of games per number of half-moves.

![Fig. 1 Distribution number of games per number of half-moves 140,000 games.](image)

There are two large peaks marking time-controls. The graph is cut off on the left side because pre-arranged draws are excluded. What is the percentage of finished games after a given number of half-moves? Table 1. gives the answer to that question.
Table 1. Probability that game will be finished in given number of moves.

<table>
<thead>
<tr>
<th>% of ended games</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>95</th>
<th>96</th>
<th>97</th>
<th>98</th>
<th>99</th>
<th>99.5</th>
<th>99.9</th>
<th>99.99</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of half-moves</td>
<td>100</td>
<td>113</td>
<td>130</td>
<td>149</td>
<td>155</td>
<td>161</td>
<td>171</td>
<td>190</td>
<td>207</td>
<td>249</td>
<td>281</td>
<td>299</td>
</tr>
<tr>
<td>Lost time (%)</td>
<td>15.3</td>
<td>25.0</td>
<td>34.8</td>
<td>43.2</td>
<td>45.4</td>
<td>47.4</td>
<td>50.1</td>
<td>55.4</td>
<td>59.1</td>
<td>66.0</td>
<td>69.9</td>
<td>71.7</td>
</tr>
</tbody>
</table>

This model gives us the possibility to control probability of losing on time, and make it acceptably low. At the same time, unfortunately, average unused time is increased. It can be of a great use for a player who chronically enters time trouble. One should only, before the start of the game, choose probability of losing on time, and then, according to the table above, determine the time available for every move.

If, for example, a player has 2.5 hours thinking time at the start and wants to be 99% sure that he will not lose on time, he should spend 2.5*60*/(190/2) = 1min and 36 sec for every move. This model is rough, but it is simple and can work well for players who chronically enter time trouble. If he is satisfied by 90% safety level, then he can think 2min 19 sec per move. How much time is wasted? As games last 84.7 moves on average, 1h 8min will be spent, 1h 22 min will remain unused in the first case, and 53 min in the second case. This is, of course, too much time, but it is not unusual, even for very strong masters, that large portion of time remains unused. Figure 2. gives a more detailed display of the percentage of unfinished games after a given move.

![Figure 2](image)

Fig. 2 Percentage of unfinished games after given half-move 140,000 games.

Obvious disadvantage of this model is that a same amount of time is planned for every move.

### 3. ADVANCED TIME MANAGEMENT FUNCTION

A simple improvement can be made if instead of expected duration of the game $N$, we use function $N(n)$ – expected duration of the game when we already know that $n$ moves have been made. When using this model, estimation of time that is reserved for a given move
must be done just before we start to think about the move. Now we calculate needed time as $
abla = T(N(n) - n)$. Positive qualities of this model are that it is simple, it spends little time, works well in time-trouble and practically eliminates the possibility of losing on time, and uses all available time. Finally, if the program, while thinking, realizes that it has only one (or practically only one) option, and makes the move before the awarded time runs out, the saved time will be taken into consideration for the following moves.

For evaluation of the remaining number of moves until the end of the game $N(n)$, we again used our collection of master games. The number of half-moves since the beginning of the game (Figure 3.) is given on x-axis, while the expected number of moves until the end of the game is given on y-axis.

It can be seen that the expected number of moves until the end of the game linearly decreases all the way until half-move eighty (until first time control). It decreases from 70 half-moves (35 moves) to 27 half-moves. After time control until move sixty again it linearly decreases from 28 to 22 half-moves (now at a slower pace). After that, it is almost constant at 24 half-moves until move ninety when it starts to drop rapidly. There is a small, understandable minimum at move forty.

These results can be successfully used for a playing program (in the absence of a better assessment). It is only necessary to exclude already mentioned case of recepture and other replies which don't have alternative.

It can be accomplished by making the program treat the calculated time $\nabla$ only as a recommendation. If, in the course of thinking, it realizes that the probability $\nu$ that the current best move will be replaced by another move dropped below given value, the move is made even before time $\nabla$ runs out. If, on the contrary, upon the expiry of time $\nabla$ we conclude that $\nu$ is too high, additional time $g\nabla$ can be awarded, where $g$ is weight proportional to probability $\nu$. By experimentally adjusting paramater $g$ in sensible limits, it can be accomplished not only that the program saves time in clear positions, but also that it rationally borrows it from future moves.
4. EXPERIMENTS

Another variant has been tried. It is obvious that there is a very strong correlation between material present on the board and the number of moves that can be expected until the end of the game. That dependence is especially remarkable in the main part of the game (until move 70) in which almost all the games are finished. By using this dependence (shown in Figure 4.), that we extracted from our game collection as well, we can predict the number of moves until the end, and according to it, time τ.

![Fig. 4 Decreasing of material during the game.](image)

By using $Q = 9$, $R = 5$, $B = 3$, $N = 3$ and $P = 1$ for piece values, we experimentally found, according to our game collection, dependence shown in Figure 5. Kings have not been taken into consideration. Jags appear on the curve in the graph because material can only take certain discrete values.

For easier use, we approximated the shown dependence by broken curve that was composed of three segments and this rough approximation already turned out to be so good that it can be recommended even to players that have problems with getting into time-trouble. According to the curve, they would be able to calculate easily how much time they are allowed to use for the current move (1).

![Fig. 5 Expected number of half-moves to end of game 12,000,000 examples.](image)
Here, $x$ stands for total value of material, while $y$ stands for remaining number of half-moves until the end of the game.

\[
y = \begin{cases} 
  x + 10 & x < 20 \\
  \frac{3}{8} x + 22 & 20 \leq x \leq 60 \\
  \frac{5}{4} x - 30 & x > 60 
\end{cases}
\] (1)

4.1 Experiments with Different Factors

We could try to consider more factors. The candidates for independent variables are the following: material count, difference in material, number of controlled squares and similar, but it is uncertain how much we can gain by going in this direction. Only the difference in material has been tested and we reached the conclusion that the difference of one piece shortens the game by, roughly, 8 half-moves, in relation to the previous assessments.

This can seem little, but we must bear in mind that masters do not play on being a clear piece down, so in almost all examples that we have in the database, the other side has some sort of compensation for the piece. In other words, almost all positions in our database are approximately even (except for the last few moves).

Using these dependencies to calculate the thinking time for one move is simple: first, according to the tables that were used to make the graph, the expected number of moves until the end of the game is determined. Optimal thinking time is then calculated by dividing the remaining thinking time by this number. When doing this, recaptures should be excluded. Estimation of the number of recaptures can also be made, and this fact taken into consideration as well.

5. CATCHING IN TIME TRAP

Catching in time trap is typically computer psychological trick, although some masters use it as well. The reason for this is that a master gets tired while thinking, which is not the case with the machine. It has been implemented into some contemporary programs. It is one witty trick that resembles tail-chasing of two pilots during air combat. Strong player, master or program usually make the move that was noticed in the first ten seconds of thinking and this fact is being used here. All the remaining efforts that can last even one hour consist of checking the chosen move. Probability of a mistake is somewhat reduced by this checking, but as we could see, this is essential if we want to reach high level of play. It would be interesting to make a study where a probability of master replacing previously chosen move by another move would be examined in dependence on length of thinking and position character. This would help masters to adjust the algorithm for time management. Here is what it looks like for program Fritz 8. The experiment was performed on a sample of 30 games of leading grandmasters, randomly chosen from the database. The position that occurs before white’s 30th move was analyzed for 10 minutes on 1GHz machine. Only in two cases the move found in the first 10 seconds was replaced by another move. In one case after 16 seconds, in other case after 2 minutes
and 6 seconds in game Kasparov G. – Karpov A, Amsterdam 91. In that game, after 10 seconds move Bb4 had been chosen and then replaced by axb5. It never occurred that the program changed its mind twice.

How should this fact be used for catching the opponent into a time-trap? When the opponent starts to think about the position, we too (our program) should do the same, or in other words, we should search for a move for our opponent in some limited time period that gives us the chance to find the real move with high probability. For program Fritz 8, as we could see, 10 seconds is enough. For an experienced grandmaster it might be around half a minute. The opponent will probably reach the same conclusion in the same time interval, but reached level of reliability, as we concluded, sometimes will not be high enough to execute the chosen move. Instead, the opponent will continue to think for, let’s say, another 10 minutes, because the situation becomes more complex later. We, on the other hand, don’t have the obligation of executing a move, so we can move onto searching for our reply to his move, assuming that our opponent will make that move. In most cases, it will happen and now we already have a prepared answer, that we spent enough time thinking about, so we can execute the move immediately. With some luck, we can go on like this until the end of the game. In the World Computer Championship, there were cases of one machine spending one minute and other machine spending two hours and eventually losing the game, although the machines’ playing strengths were the same. Both machines actually used the same amount of time for thinking, only they used one machine’s time. The most important thing when using this trick is who is going to get the position. If at any moment we assume the opponent’s move incorrectly, our efforts have been in vain and we can also become a victim of this mechanism.

The best counter measure that our program has, in case that it has been caught into time trap by his opponent, is not to make the strongest move in a given position. By doing so, it will escape unfavorable situation at the expense of somewhat worse position. Masters usually don’t use this trick. The main reason is that it is difficult for them to think about their reply to the opponents’ move because it has not been executed on the board. Another reason is that they get tired and while their opponents are thinking, they rest and relax, and many of them even get some exercise by walking around the playing hall. But it does not at all have to mean that, with good training, some improvement of results will not be made. As computers do not have any of the mentioned problems, this trick must be implemented in a good chess program.

The effectiveness of searching of state space depends much on game attributes. There are games where one move does not mean much and search algorithms made for them are not very efficient. Games like chess, where one wrong move can lose the game (or get us into trouble) are especially suitable for searching (Pearl, 1984). The reason for this lies behind the fact that by searching mistakes can be avoided. A question arises – how should available time be used for such a game? If, at some point, we make a mistake after which we find ourselves in a lost position, the time that we have saved for the rest of the moves will not be of much help. Does this mean that more time should be spent on starting moves? To get a better grip on this subject, let’s consider a simple game where two players, WHITE and BLACK take turns in making moves. If a player makes a wrong move, he loses immediately. If he does not, then it is his opponents turn. Further, let’s assume that a player can think about the position and by doing so, reduce the probability of making a mistake. Let’s take that the probability of making a mistake after consuming amount of time $t$
equals $v(t) = pe^{kt}$. Here, $p$ is probability that a mistake will happen if the move is made without thinking. Parameter $k$ here stands for the strength of the player. This model, to some extent, illustrates time management problem in chess, although in chess the situation is more complex, because the probability of making a mistake depends greatly on the position.

5.1 Empiric Results

Let’s consider a case where WHITE moves first and has time $T$ to make only two more half-moves, while BLACK has time $\mu T$ to make one half-move. Let’s assume that the players are of equal strength. We want to know how WHITE should distribute his time or, in other words, how much of his total time he should use for the first move ($\alpha T$), and how much for the second move ($T-\alpha T$). We have situation from Figure 6, where possible outcomes and respective probabilities are marked. A win for WHITE is counted as +1, for BLACK as -1, case with no winner is counted as 0.

![Figure 6. Example of simple game.](image)

According to our assumption we have:

$$
q = pe^{-k\alpha T}
$$

$$
r = (1-q) pe^{-k\mu T}
$$

$$
s = (1-q)(1-r) pe^{-k(T-\alpha T)}
$$

The expected outcome of this game is $y = -q + r - s$, or

$$
y = - pe^{-k\alpha T} + (1-q) pe^{-k\mu T} - (1-q)(1-r) pe^{-k(T-\alpha T)}.
$$

If, for the sake of easier writing, we mark $e^{-kT}$ by $z$, after substitutions we get

$$
y = p^2 z - p z^{1+a} - p z^n + p z^n - 2 p^2 z^{1+a+\mu} - p^2 z^{1+a+\mu} + p^2 z^{1+a+\mu} + p^4 z^{1+a+\mu}.
$$

This is a rather complex dependence, so for different values of parameters we have change in the expected result. For example, if $p = 0.7$ (which means high probability that a mistake will be made if the move is made without thinking), $k = 0.3$ (which marks high ability of players to go deep into the position when thinking, thus reducing the probability of
making a mistake), $\mu = 0.3$ (BLACK has only 30% of time that WHITE has), we will have situation like the one in Figure 7.

![Figure 7](image1)

Fig. 7 Expected score according to $T$ and parameter $\alpha$.

If we now take, for example $\alpha = 0.8$ (which means that WHITE used 80% of total available time for his first move), we will have situation from Figure 8, where change in the expected result is shown, in dependence on time $T$. (WHITE has a total of time $T$ for both moves, while BLACK, in this case has $0.3T$).

![Figure 8](image2)

Fig 8 Illustration of expected score behavior.

If on the other hand, we assume that $T=35$ and take a look at the dependence of expected result on $\alpha$, we will have situation shown in Figure 9. It can be seen that WHITE obtains maximal expected result if he spends around 60% of total available time on his first move, and the rest on the second move.
For different values of parameters $\alpha, k, \mu$ and $T$ we have completely different behaviours of the expected result of the game. The aim of these considerations was to show that it is impossible to give a general recommendation for time management, even for such a very simplified example.

We should bear in mind that in chess we have a similar situation very often: most of the games between strong masters end in draw after both players made a series of correct moves. If, on the other hand, one of them makes a mistake, he loses the game with high probability. Only seldom are there tactical complications where the probability of making a mistake and ability of a player to go deep into the position depend very much on the position itself.

6. TIME MANAGEMENT PROCEDURE IN PRACTICE

Our detailed theoretical and empiric analysis has the intention to route optimal time management algorithms for real chess engines. Time management routine used in our experimental cluster chess engine Achilles is complex and includes basic time management functions presented in the previous sections of this paper.

Basically, it is a heuristic time management routine that depends on many factors. On longer time controls, there are a few dominating factors. We could emphasize here that we have noticed in our experiments one factor as very interesting. On long time controls, when the chess engine is mostly out of time trouble, the search trees are very deep and stable. In most positions, there are only few plausible variants (line of play) that could be played. In some cases, the evaluations of the concurrent lines are very close. So, if the engine has possibilities to simultaneously search all of these concurrent lines to greater depths, and to calculate real evaluations (not only Alpha/Beta values) for all of them, it will be able to efficiently choose one by adhering to this simple rule: if there is only one good line (its evaluation is significantly above concurrent ones) play it faster, if there are 2 or more similar lines (by the evaluations) think longer.

The Achilles engine fulfils these requests. It is a parallel cluster engine that is able to simultaneously search different lines of play using different CPUs. It uses UPD message protocol to efficiently exchange data among processors. There is one privileged CPU that controls engine GUI, scheduling processes, synchronizes CPU network and runs time management procedure.
We will illustrate functioning of Achilles’ time management procedure in the fourth game against GM Igor Miladinović (former junior world chess champion) from the 4 game match held at The Faculty of Electronic Engineering of Nis, Serbia on 6th and 7th July 2007. The Achilles version 4.0 was running on its standard 16 CPU configuration (AMD x2 1.8Ghz /1Gb at each node). The match was played by long time control. Each player had 1 hour for the whole game. The complete details about the match can be found at http://chess.elfak.ni.ac.rs.

First, we have extracted time in seconds that the engine spent to generate each move in the game. We used original engine .pgn file generated in the match (see Appendix). In the next Figure, we generate time distribution diagram for each move that the engine played in the game:

We could stress here that Achilles’ time management procedure generates dispersive results. The engine played most of the moves spending less than 50 sec. There are 6 moves in the interval 50-100 sec. Four moves are in the region 100-150 sec. There is one peak on the 23rd move when the engine spent 289 sec. to comply. Simple tactical moves and moves that clearly dominate others were fast. Moves with several similar and unclear lines consumed much more time. The essence is that strategic moves, which create deep future situations or tough decisions (2 or more strong continuations), naturally require more time to think. The situation is the same when a human grandmaster deals with the problem of time management, so Achilles’ TM routine obviously did hit the spot.

We will continue to analyze game with the critical 23rd move played by the computer. The position is presented in the next diagram:
The computer has already sacrificed a pawn for a few positional advantages (better development and piece activity, bishop pair, back king is locked in the middle). At this moment machine developed strategic plan to move a d1 rook, which already has power position on the open d file to the better position on b6, pinning the a6 black pawn, controlling the d6 at the same time. From the log .pgn file we can see that the machine consumed almost 5 minutes, reached the 19 ply with +0.20 evaluation. The reason for such long thinking is the fact that there was another alternative – move Rd1-d3 with probably similar strategic consequences. We can prove this analyzing both lines with Rybka 3 engine on AMD dual core 2x2.6Ghz 1Gb machine, resulting in Rd1-d3 (+0.29) and Rd1-d4 (+0.31). The Achilles engine had similar situation on the board in a real game, so the time management procedures took enough time to carefully choose better move between these variants. This time management strategy paid off latter in the game when the engine generated great pressure on the queenside, and with two connected promoter pawns won the game. During the whole match, time management procedure had been running in a similar manner so we can conclude that this algorithm proved its value in a direct combat against power GM in an official match. The following versions of Achilles’s time management procedures will follow these basic ideas.

7. CONCLUSION

The aim of these considerations was to show that it is impossible to give a general recommendation for time management, even for such a very simplified example. We should bear in mind that in chess we have a similar situation very often: most of the games between strong masters end in draw after both players make a series of correct moves. If, on the other hand, one of them makes a mistake, there is a high probability that he will lose the game. Only seldom are there tactical complications where probability of making a mistake and ability of a player to go deep into the position depends very much on the position itself.
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The original pgn of the fourth game GM Igor Miladinović – Achilles:

1.e4 {d2d4} 0.30/10 10 c5 2.Nf3 {d2d4} 0.40/13 10 c6 3.d4 {h2h3} 0.60/9 3 cxd4 4.Nxd4 {Nf3xd4} 0.30/12 6 Qc7 5.Nc3 {Nb1c3} 0.90/11 3 e6 6.Be2 {Bf1e2} 0.90/12 9 a6 7.O-O {Bc1e3} 0.90/15 51 Nf6 8.Be3 {Nd4xc6} 0.80/13 12 Bb4 9.Nxc6 {Nd4xc6} 0.50/14 28 bxc6 10.Qd4 {a2a3} 0.90/16 9 e5 11.Qe4 {Qd4c4} 0.50/18 11 Bb7 12.a3 {a2a3} 0.70/17 35 Bxc3 13.Qxc3 {Qd4xc3} 0.70/18 3 Bxe4 14.f3 {f2f3} 0.70/19 101 Bg6 15.Qxc5 {Qd4xc5} 0.50/20 61 Qxe5 16.Bxc5 {Be5xc5} 0.30/19 3 Bxc2 17.Rf1 {Rf1e1} 0.30/21 8 Bb4 18.Bd6 {Bc5d6} 0.40/20 18 Kd8 19.Re5 {Re5c5} 0.20/17 16 Ne5 20.Bf4 {Bd4f4} 0.30/16 18 Ba6 21.Rd1 {Ra1d1} 0.30/16 16 Ke7 22.Ra5 {Ra5a5} 0.20/17 128 Bb7 23.Rd4 {Rd1d4} 0.20/19 289 } d6 24.Rb4 {Rd4b4} 0.30/15 17 Bb6 25.Rb6 {Rb6b6} 0.30/16 24 e5 26.Bd2 {Bd4d2} 0.50/16 82 Kd7 27.Bb5+ {Be2b5} 0.50/18 39 Kc7 28.Bb4 {Bd4b4} 0.90/16 9 f6 29.a4 {a3a4} 1.00/17 39 Re8 30.Kf2 {Kg1f2} 1.10/18 5 Kf7 31.Bc4 {Bb5c4} 1.10/18 42 Rf8 32.Bxa6 {Be6xa6} 0.90/19 12 Bxa6 33.Bxa6 {Ra5xa6} 0.90/18 7 Rxa6 34.Bxa6 {Rb6xa6} 1.20/18 16 Rf7 35.Ba5 {Bb4a5} 0.90/21 80 Ke6 36.Kb4 {h2b4} 0.70/18 3 i5 37.b5 {b4b5} 0.80/19 25 Nf6 38.Bb4 {Be5b4} 1.10/21 70 Rd7 39.a5 {a4a5} 0.80/15 6 Nd5 40.Bd2 {Bb4d2} 0.60/21 76 Rb7 41.Bb6 {b5b6} 0.70/20 10 Kd7 42.Ba8 {Ra6a8} 0.70/17 10 f4 43.Rg8 {Ra8g8} 1.30/23 81 Ke6 44.a6 {a5a6} 1.40/23 3 Rxb6 45.Re8+ {Rg8c8+} 1.10/21 14 Kc7 46.Ba5 {Ba5b5} 0.20/18 3 Rxa6 47.Rxc7+ {Rc8c7+} 1.40/16 3 Kd5 48.Bd2 {Ba5d2} 1.20/20 26 g6 49.Rh7 {Rh7c7} 1.30/23 6 Ke6 50.g3 {g2g3} 1.80/19 50 fxg3+ 51.hxg3 {h2g3} 1.90/18 8 d5 52.Kc2 {Kf2c2} 2.00/19 56 Rb6 53.Rg7 {Rg7d7} 2.10/20 9 Kf6 54.Re7 {Re7d7} 2.30/20 40 Ke6 55.Rd8 {Rd7d8} 2.10/17 5 Ra6 56.Re7+ {Rd8e7+} 2.40/18 17 Kf5 57.g4 {g3g4} 2.60/17 12 1:0

**APPENDIX**

The original pgn of the fourth game GM Igor Miladinović – Achilles: